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PREFACE

The first edition of Essentials of Behavioral Research was published by McGraw-Hill
in 1984 and the second edition in 1991. When we were asked about a third edition,
our answer was generally, “We’re thinking about it.” We were working on other
related projects, and our conceptual thinking about research methods and data analy-
sis had been continually evolving. Some of that work we had published in journal
articles and invited chapters, and for several years we had been writing another book:
Contrasts and Effect Sizes in Behavioral Research: A Correlational Approach (Rosenthal,
Rosnow, & Rubin, 2000). As we had also written an undergraduate text, Beginning
Behavioral Research: A Conceptual Primer, we thought that the next edition of Essentials
should be clearly addressed to graduate students, researchers, and occasional advanced
undergraduates for whom Beginning Behavioral Research was a journey begun rather
than a journey completed. We have had occasion for over 30 years to teach methods and
data analysis not only to students in clinical, cognitive, developmental, experimental,
organizational, personality, and social psychology, but also to some in biology, education,
communication research, school psychology, business, statistics, and marketing. Thus,
we wanted the third edition of Essentials to be useful to a wide variety of graduate
students and researchers.

As a consequence, there is a great deal that is new to this edition of Essentials,
including new and deeper discussions of methodological and philosophical issues,
and of data analytic issues that were of only passing interest to behavioral research-
ers in 1991. Nonetheless, we continue to review elementary topics and basic concepts
as a brushup for students who have been away from these areas or have had limited
exposure to them. These reviews are conceptually integrated with recent developments.
As in the previous editions, our approach to data analysis continues to be intuitive,
concrete, and arithmetical rather than rigorously mathematical. When we have a
mathematically sophisticated student, we encourage her or him to take additional
course work in a department of mathematical statistics. We still advise such a student
to read this book, as our approach will prove complementary, not redundant or con-
tradictory. As a pedagogical aid, the statistical examples that we use are in most cases

xix



XX PREFACE

hypothetical, constructed specifically to illustrate the logical bases of computational
procedures. The numbers were chosen to be clear and instructive, and therefore they
are neater than those found in most actual data sets. Readers who are familiar with
the primary literature of the behavioral sciences know that most real-world examples
involve more observations than are found in our hypothetical cases, and all readers
should keep this fact in mind.

The material on data analysis in this edition of Essentials reflects much of the
spirit, and much of the substance, of the report of the Task Force on Statistical Infer-
ence of the Board of Scientific Affairs of the American Psychological Association
(Wilkinson & Task Force on Statistical Inference, 1999). There is, for example, a
new emphasis on the reporting and interpretation of confidence intervals. Although
previous editions of Essentials emphasized effect size estimates, we have added
greater differentiation among effect sizes, for example, among the different types of
correlational effect sizes such as alerting, 7contrasts Teffect size» aNd FEsp. For still another
example, we continue to illustrate computations by simple calculators in order to
facilitate a deeper understanding of the statistical procedures that in readers’ research
will typically be computer-based. Such deeper understanding permits the researcher
to check very roughly the accuracy of computer output by intelligent “guesstimates”
and, if discrepancies are detected, to check the results against those provided by
another program. As a final example, our newly added material on the complex issue
of drawing causal inference includes not only its conceptual basis, but also a simple
illustration of the use of Donald Rubin’s propensity scores to draw causal inference
when random assignment is not possible. These are only some examples of how this
new edition of Essentials and its authors have benefited from the work of the APA
Task Force. That benefit was increased by the opportunity of the first author to
serve as co-chair of the Task Force (along with the late Robert Abelson and the late
Jacob Cohen).

In addition to the examples listed above, there are many further changes and
additions in this new edition of Essentials. Examples include new material on test validity,
the reliability of items and judgments, the construction of composite variables, strategies
for dealing with missing data, the use of bootstrapping and jackknifing, the design and
analysis of hierarchically nested designs, and a recently developed effect size estimate
for multiple-choice-type data. There is also a new discussion of epistemological issues
in human subjects research, focusing on three current perspectives and their limitations.
The discussion of ethical guidelines emphasizes the delicate balancing act involved in
dealing with moral and methodological imperatives. We also discuss ideas and methods
that, although frequently cited or used by behavioral researchers, are limited in ways
that appear to be unfamiliar to many users. We hope the tone and writing style of these
critical discussions will be perceived as respectful, clear, and explanatory, and that readers
will find this edition of Essentials a more integrated synthesis of research methods and
data analysis than the previous two editions.

The American Psychological Association’s (2001) publication manual is generally
acknowledged to be the arbiter of style for many journals in our field, so we assume
that researchers will usually consult the most recent edition of the APA manual. For
students who are not writing for publication but are writing a research proposal or
report for a course assignment or creating a poster or a brief summary of research



PREFACE xxi

findings to serve as a handout, there are guidelines and tips in Rosnow and Rosnow’s
Writing Papers in Psychology: A Student Guide to Research Reports, Literature
Reviews, Proposals, Posters, and Handouts.

Certain tables (noted in the text) have by permission been reproduced in part
or in their entirety, for which we thank the authors, representatives, and publishers
cited as sources in footnotes.

The authors thank Margaret Ritchie for her outstanding copy editing and we
thank Mike Sugarman, our McGraw-Hill Sponsoring Editor, Katherine Russillo, our
Editorial Coordinator, and Jean Starr, our Project Manager, for making it easier to
tackle a project of this size.

We also thank William G. Cochran, Jacob Cohen, Paul W. Holland, Frederick
Mosteller, and Donald B. Rubin, who were influential in developing our philosophy
of research in general and data analysis in particular.

We are grateful to the following reviewers whose insights and suggestions were
so helpful in preparing this edition of Essentials: Nicholas DiFonzo, Rochester Institute
of Technology; Morton Heller, Eastern Illinois University; Scott King, Loyola University
at Chicago; Donna Lavoie, St. Louis University; Pascale Michelon, Washington University
at St. Louis; Robert Pavur, University of North Texas; Daniel Read, University of
Durham, UK; and Linda Tickle-Degnen, Tufts University.

Thanks to MaryLu Rosenthal for indexing and many other special contributions
that made the completion of the project a reality. And finally, we thank MaryLu
Rosenthal and Mimi Rosnow for constructive feedback and counseling in ways too
numerous to mention.

This is our 16th book together, and we have had terrific fun throughout the
course of this 40-year-long collaboration!

¥

Robert Rosenthal
Ralph L. Rosnow
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CHAPTER

1

THE

SPIRIT OF
BEHAVIORAL
RESEARCH

SCIENCE AND THE SEARCH
FOR KNOWLEDGE

An amiable centipede, out for a stroll, was interrupted by a curious grasshopper.
“Don’t take offense please, but may I ask you something personal?” the grasshopper
inquired. “Sure, go ahead,” the centipede replied. “T’ve been watching you all morn-
ing, but for the life of me I can’t figure out how you are able to walk without getting
constantly tangled up in your hundred legs,” said the grasshopper. The centipede
paused, because he had never before bothered to think about how he did what he did.
To his dismay, the more he thought about it, the less able he was to walk without
stumbling. Biologist Peter B. Medawar (1969), a Nobel Prize laureate, noted how
many experienced scientists seem to hesitate when asked to describe their thought
processes as they use the scientific method. What you will see, Medawar wrote, is
“an expression that is at once solemn and shifty-eyed: solemn, because [the scientist]
feels he ought to declare an opinion; shifty-eyed, because he is wondering how to
conceal the fact that he has no opinion to declare” (p. 11). As Medawar further
explained, working scientists may be too preoccupied with doing research to contem-
plate how they do it so well. (Would thinking about it too much interfere with the
doing of it?)

Another idea altogether is implicit in philosopher Paul Feyerabend’s radical
conception of science. Variously characterized by others as the “anything goes argu-
ment” and “epistemological anarchy,” Feyerabend (1988) believed that the very term
scientific method was misleading, as it implied that every scientific finding could be

3



4 CONCEPTUAL AND ETHICAL FOUNDATIONS

accounted for by the same formulaic strategy. Quite to the contrary, he contended,
“successful research . . . relies now on one trick, now on another; the moves that
advance it and the standards that define what counts as an advance are not always
known to the movers” (p. 1). Consistent with that position, sociologists who have
observed and interviewed scientists at work have reported that the scientists’ conduct
seldom conformed to traditional norms and canons that have been defined as “scien-
tific” (Knorr-Cetina, 1981; Mitroff, 1974). Larry Laudan (1982), another prominent
philosopher of science, put it this way:

From time to time, scientists have ignored the evidence, tolerated inconsistencies, and
pursued counter-inductive strategies. More to the point, many of the most noteworthy
instances of scientific progress seem to have involved scientists who rode roughshod
over conventional methodological sensibilities. (p. 263)

Certainly no one would disagree that researchers in different disciplines do
indeed rely on a wide variety of methods, or as one writer said, it would take a
“mixed metaphor” to embrace the diversity of tools and methods that are commonly
used (Koch, 1959). Hence, it is taken as a given that the scientific method is not
merely a single, fixed, empirical strategy. Instead it is sometimes described as an
“outlook” that is distinctly characterized by the use of logic and empirically-based
content. We call that process empirical reasoning, though it should not be confused
with logical positivism (as explained in this and the following chapter). Karl Popper,
who was in the forefront of modern antipositivist philosophers, referred disparag-
ingly to logical positivism as the “bucket theory of the mind.” In particular, Popper
(1959, 1972) disputed the positivists’ claim that “truth” is revealed and conclusively
warranted merely by the amassing of factual observations—a claim known as the
verifiability principle (noted again in the next chapter). The human mind is not
simply a “bucket,” Popper argued, in which factual observations accumulate like
grapes that, when pressed, produce the pure wine of true knowledge or indisputably
prove that this knowledge is correct.

We will have more to say in the next chapter about positivism, Popper’s beliefs
regarding the nature of scientific progress, and some other relevant philosophical
ideas. But to anticipate a little, we can note here that Popper’s theory was that scien-
tific knowledge evolves by a cyclical process involving the testing and retesting of
plausible suppositions that are stated as falsifiable hypotheses. Describing his own
view as the “searchlight theory,” he explained that the resolution of whether a par-
ticular theory or hypothesis is justified is an intensely active process in which the
outcome is based on the empirical results of critical experiments, or what Isaac Newton
called an Experimentum Crucis. Popper also believed that such experiments must
always be guided by risky conjectures, which are like searchlights piercing the
darkness and illuminating the course in which critical observations must proceed. If
there is an empirical disconfirmation of a specific logical consequence of a theory or
hypothesis, it should be spotted. Popper (1959) cautioned, however, that “the game
of science is, in principle, without end” as “once a hypothesis has been proposed and
tested, and has proved its mettle, it may not be allowed to drop out without ‘good
reason’” (pp. 53-54).
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The requirement that scientific explanations, inferences, and generalizations be
subject to empirical jeopardy distinguishes true science from pseudoscience. Nonetheless,
some philosophers argue that, inasmuch as human understanding is relative and
incomplete, it is impossible to fathom the depths of our experiential or material
world fully or with absolute confidence no matter how big the bucket or how
bright the searchlight. Historians of science further point out that science seldom
advances as a result of merely adjudicating and replacing risky conjectures in the
cyclical fashion that Popper envisioned. Instead, scientific advance seems to involve
a kind of intellectual tinkering process, in which extra-empirical factors also
play a vital role. Moreover, there are no consensus definitions of truth or knowledge
in the philosophy of science. Philosopher Bertrand Russell (1992) maintained that
knowledge is “a term incapable of precision,” inasmuch as “all knowledge is in
some degree doubtful, and we cannot say what degree of doubtfulness makes it
cease to be knowledge, any more than we can say how much loss of hair makes a
man bald” (p. 516).

What’s more, the popular impression of a smooth, upward trajectory in the
triumphs of science and the advance of fundamental knowledge has for decades been
mired in controversy (e.g., Laudan, 1977). Thomas S. Kuhn (1962, 1977), a physicist
turned scientific historian, said that science moves in fits and starts and that advances
occur erratically. The history of science is punctuated by “paradigm shifts” coupled
with revolutionary insights that have essentially altered the way the world is per-
ceived, he argued. For example, in the 15th century, after the pope asked Nicolaus
Copernicus to help with calendar reform, he advised the pope that the sun, not the
earth, was the center of the universe. That idea, being at odds with ecclesiastical
doctrine, was rejected by the church. By the 16th and 17th centuries, as a result of
Galileo’s and Newton’s revolutionary empirical and theoretical contributions, there
was finally a successful intellectual uprising against the strictures of ecclesiastical
authority outside the church, producing a paradigm shift in science and other areas.
In contrast to Kuhn’s notion of how science advances, Popper (1962, 1972) preferred
an evolutionary metaphor, equating progress in science with Darwin’s inspiration of
a “survival” mechanism, on the assumption that there is a kind of “natural selection”
of risky conjectures. We return to this idea shortly, but one point on which all phi-
losophers of science agree is that knowledge and truth (however one chooses to define
these terms) are relative and provisional.

In the same way that scientists in other fields use empirical reasoning to try to
separate truth from fantasy, behavioral and social researchers do so as well. Behavioral
science originally came out of philosophy, but the philosophical idealization of science
that was current at the time, and its application to behavioral research, has been
repeatedly challenged over the years. During the 1970s, for example, revolutionary
empirical and theoretical insights into the “social psychology of the experiment” were
used to question traditional assumptions about the objectivity and moral neutrality
of research with human participants; the result was what came to be called crises
of confidence in some areas of psychology (Rosnow, 1981). As a consequence, psy-
chologists who study human behavior have a deeper understanding of the subtleties
and complexities of studying a conscious human being in a controlled research setting
(Rosnow & Rosenthal, 1997). Beginning in chapter 3, and again in later chapters, we
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will discuss these insights and how they are reflected in the values and methods of
behavioral and social research.

WHAT DO BEHAVIORAL RESEARCHERS
REALLY KNOW?

Generally speaking, philosophers of science distinguish between two kinds of questions
that investigators attempt to address: why-questions and how-questions (Bunzl, 1993).
The first are questions about “why” things work the way they do. For example, why
do people behave one way rather than another, or why do people perceive or believe
one thing and not something else, or why do children say or do the things they do?
Why-questions are said to call for explanations that take the form of causal inferences
or purposive inferences about the reasons (i.e., motives or intentions) for the particular
behavior. How-questions can be thought of as “what-is-happening” questions (i.e., about
how things work), or what we call a descriptive research orientation. Three points of
view have recently dominated discussion in psychology about what behavioral and
social researchers purport to know of the whys and hows of behavior and human
knowledge. There is some overlap in these positions, but they are distinctly different
in both their focus and some of the central assumptions they make.

One vigwpoint, called social constructionism, might be described as panpsychis-
tic, in that it resembles in some ways Oriental spiritualism by arguing that the social
world is a construction of the human mind, which is itself a linguistic construction.
The panpsychistic idea is more extreme, as it views everything we call “reality” as the
sum total of the human mind, whereas the social constructionists view the natural world
that is the subject of scientific scrutiny and replication in physics and biology as an
exception that exists independent of human experience. Hence, social constructionists
might be described as metaphysical realists in regard to natural and biological science,
but as antirealists in regard to social and behavioral “truths” generated in our relations
with each other. They dispute the value of experimentation in social science, arguing
instead that the only useful way of understanding each person’s social world is from
the stories and narratives that people tell one another, or from discourse generally.

The second viewpoint, variously referred to as contextualism and perspectivism,
typically dismisses metaphysical realism as a pointless debate. Contextualists and
perspectivists accept the idea of limits on knowledge representations, perceiving them
as grounded in a particular context or perspective. Empirical research is essential, they
insist, but not just for the purpose of deciding whether a theory is true or false. As
all theories are cryptic in some ways, it follows that different theoretical perspectives
are a necessity. In physics, for example, Werner Heisenberg (1974) spoke of how
major theories in that field could best be understood as “closed off” in ways that are
not exactly specifiable but nevertheless form a constituency of dependable explana-
tions in their own conceptual domains. A similar idea has been used to describe the
“closed theories” of psychology, which contain no perfectly certain statements because
their conceptual limits can never be exactly known (Rosnow, 1981).

The third viewpoint, known as evolutionary epistemology (also called organic
evolution by the social psychologist Donald Campbell) takes its inspiration from
Charles Darwin’s theory of evolution through natural selection and adaptation. There
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are a number of variants, but in general the idea is an analogy between biological
progression and adaptation and the advancement of knowledge. It is, however, a loose
analogy at best, because hypotheses and theories can hardly be viewed as random
events. Like contextualists and perspectivists, evolutionary epistemologists pay lip
service to a pluralistic viewpoint in regard to empirical methods, but evolutionists
have a definite affinity for the notion that, fundamentally, human nature is biologically
determined and selection pressures have shaped behavior and the brain. The enthusi-
asm with which this position has been received suggested to one leading researcher
“that 50 years from now every psychology department will have Darwin’s bearded
portrait on the wall” (de Waal, 2002, p. 190).

Together, these three viewpoints give us not only a glimpse into what some
psychologists view as the metatheoretical underpinnings of knowledge representations
in behavioral and social science, but also a glimpse into the controversial and abstract
world of epistemology and some of its applications. We now provide a further flavor
of each of these three approaches.

SOCIAL CONSTRUCTIONISM

The most controversial of these three views in psychology is that now described as
social constructionism by its proponents (Gergen, 1985), although its roots are in
classical subjective idealism and another modern philosophical position called
constructivism. As noted above, one major difference between social constructionism
and the other two approaches discussed here is that constructionists in psychology
generally dismiss certain traditional scientific methods (such as the experiment) and
the hypothetico-deductive model of science as irrelevant to studying the reasons for
purposive behavior. Socigl constructionism’s method. of choice is narrative analysis
based on an “interpretive” model. Recently, others have argued that the deductivist
model does perfectly well in science (Bunzl, 1993, p. 99), and later in this chapter we
describe a very slight modification of that traditional model for scientific explanations
that take the form of what we call probabilistic assertions.

Among those psychologists in the forefront of the social constructionist move-
ment has been Kenneth Gergen, a social psychologist, who in a series of provocative
cessays initially laid siege to the empirical basis of reliable knowledge in experimen-
tal social psychology (Gergen, 1977, 1978, 1982). Although encouraging a traditional
positivistic view of natural science, Gergen (1973b) rejected a similar view of behav-
ioral and social research, arguing that science is identified by precise laws referring
to observable events that can be exactly duplicated, whereas human behavior is
subject to free will, and purposive behavior can change abruptly and without notice.
His view was that what social psychologists believe to be empirically based gener-
alizations are snapshots of ephemeral events that pass into history, or vaporize like
a puff of smoke, the moment a picture is taken. Rather than waste our time conduct-
ing experiments that can provide only superficial snapshots of passing events and
averaged behavior, it would be more productive and illuminating if psychologists
explored the drama of individual lives. To do so, we can simply ask people to tell
us their own personal experiences and feelings in narrative terms, using ordinary
language (Gergen, 1995; Graumann & Gergen, 1996; Sarbin, 1985).
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Although subscribing to traditional materialistic assumptions of realism when
alluding to what they perceive is the nature of “true” science, social constructionists
nevertheless challenge the assumption that there is a “real” social world out there that
some psychological theories reflect or match more correctly than others. “Knowledge”
and “truth” in the field of social psychology and related areas (such as developmental
psychology) are socially constructed realities, developed out of the active contributions
of communities of shared intelligibility, social constructionists assert. John Shotter (1984,
1986), another influential social theorist in this movement, argued that there is no social
reality apart from our experience of it, that the very idea of objective foundations of
psychological truths is a “conceit” rather than an epistemological necessity. Many
critics of that position dismiss it as nihilistic. It would imply, they argue, that any
interpretation of social behavior is as good as any other; therefore, there is no room
for sweeping statements or “ultimate truths” in social psychology. The philosophical
constructivists’ finessing of a similar criticism was to redefine truth in a pragmatic way.
Truth, they countered, is anything that stands up to experience, enables us to make
accurate predictions (however vague), or brings about or prevents certain outcomes
(Watzlawick, 1984).

Gergen’s and Shotter’s arguments moved social psychologists and others to con-
template the epistemological limits of their methods and generalizations and led to a
flood of criticisms. For one, Gergen’s idea of what constituted “real science” was said
to be nfirrow and exclusionary. It would, for instance, rule out geology as a science,
because not every geological event can be re-created at will. Gergen’s argument that
unrepeatability implies unlawfulness has been called an oversimplification of how sci-
entific reasoning works. Suppose we throw a large number of coins in the air. We would
never expect to reproduce the identical pattern of heads and tails the next time we threw
the coins. Nevertheless, we can state a valid, scientific “law” (e.g., in the form of a
probability table) for the relationship or probability distribution (see Rosnow, 1981).

Another charged discussion centered on Gergen’s contention that social psychology
is not a science because social behavior (the primary unit of analysis) is active, volatile,
and, frequently, unpredictable. It is not like a machine with a button we punch, expecting
to observe the same response every time, because humans are sentient, active organisms
who can reflect on and then alter their behavior. Critics responded that volatility and
change not only are characteristic of social behavior but are also qualities of virtually
everything under the sun. Over 2,500 years ago, Heraclitis declared that everything is in
a state of perpetual flux, a doctrine that is still influential today. In the science of epide-
miology, for example, powerful drugs used to combat virulent diseases often lead to
hardier strains of the diseases through spontaneous mutations that become immune to
the drugs. Clearly no one would claim that viruses are sentient, reflective organisms, but
the point here is that change and volatility are not limited just to human activity. Except
for axiomatic assumptions that are presumed to be self-evident (this sentence being an
example), the fact is that all things are subject to change.

Another source of spirited debate revolved around Gergen’s idea that narrative
accounts and interpretive analysis be substituted for experimental methods and the
deductivist model. As an example of the potential of narrative accounts, William and
Claire McGuire (1981, 1982) used that procedure to explore the salience of charac-
teristics and attributes in children’s self-concepts, simply by asking schoolchildren of
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different ages to “tell us about yourself.” Asking participants what they think is a
time-honored method in the field of social psychology (later on in this book, we will
describe techniques designed to help researchers use it most efficiently). Narrative
self-report methods should be thought of not as replacements for experimental meth-
ods, but as supplements, the critics argued. Like any method of science, the narrative
method is also limited in certain ways. In a classic gem, Polanyi (1966) discussed
what he called “tacit knowledge” (unvoiceable wisdom), that is, the idea that we
“know” more than we can say. Thus, relying only on narrative self-reports would
exclude other valuable information. The doctor asks you how you feel or where it
hurts but doesn’t rely on your answer alone to figure out what ails you.

Ironically, despite Gergen’s skepticism about social psychology as a science, social
psychologists have produced scientific evidence of how people construct their own
social reality (e.g., Johnson, 1945; Mausner & Gezon, 1967; Rosnow & Fine, 1976). In
a classic study, Muzafer Sherif (1936) investigated the effects of groups on individual
perceptions. The participants observed a point of light in a pitch-dark room. Although
the light was stationary, it appeared to move under these conditions, a phenomenon
Sherif called the “autokinetic effect.” He had the subjects report the distance the light
moved while they were alone and also when they were in groups. After making initial
individual judgments, and then being placed in a group, a subject’s judgments of distance
were influenced by the responses of the others in the group. Judgments of group members
tended to become more and more alike with each successive trial. Those who made
their first judgments in groups reported the same distance of light movement as that
reported by the group. Thus, the group had been able to modify the judgments of its
individual members. This study shows not only that social construction can be
demonstrated empirica}ly, but that it can be manipulated experimentally.

CONTEXTUALISM/PERSPECTIVISM

The second position, called contextualism by many psychologists, and perspectivism
by McGuire (2004), started as a reaction against a mechanistic model of behavior and
cognition but now embraces the idea that more than one model or conception is needed
to comprehend human nature. The term contextualism was taken from Stephen C.
Pepper’s book World Hypotheses (1942), in which he postulated four basic root
metaphors of knowledge representations, including the mechanistic view and the
contextualist view (the others being formism and organicism). For contextualism, the
root metaphor was that it bears the mark of an “event alive in its present . . . in its
actuality” (p. 232). That is, knowledge does not exist in a vacuum but is situated in
a sociohistorical and cultural context of meanings and relationships. Subsequently, in
another book, entitled Concept and Quality, Pepper (1966) proposed a fifth world
hypothesis, purposivism, that was' inspired in part by psychologist E. C. Tolman’s
(1932) classic work on purposive behavior.

Although a number of research psychologists have described themselves as
contextualists (or perspectivists), there is as yet no agreement on what that term
actually means in psychology. Some make claims that are counter to others’ claims,
but all seem to agree that knowledge representations are necessarily grounded in a
perspective and a dynamic context (Bhaskar, 1983; Georgoudi & Rosnow, 1985a,
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1985b; Hahn, 1942; Hoffman & Nead, 1983; Jaeger & Rosnow, 1988; Jenkins, 1974,
Lerner, Hultsch, & Dixon, 1983; Lewis, 1997; McGuire, 1983; Mishler, 1979; Payne,
1996; Rosnow & Georgoudi, 1986; Sarbin, 1977). McGuire (1986) gave as a simple
example the dictum that “2 + 2 = 4,” explaining that even this seemingly uncom-
plicated proposition depends on one’s perspective. If we were mixing two cups of salt
and two cups of water, the result would be less than four cups of salty water. It is
not that 2 + 2 = 4 is false (or true), but that the answer always depends upon the
particular vantage point and context.

The purpose of research, McGuire (2004) argued, is to discover “which are
the crucial perspectives,” not whether one hypothesis or theory is true or false, as
“all hypotheses and theories are true, as all are false, depending on the perspective
from which they are viewed” (p. 173). A case in point might be research on the
process by which the human mind consolidates related ideas into categories. For
some time there was considerable controversy surrounding the validity of two
alternative conceptions, called the adding and averaging models. According to the
adding model, related cognitions combine in a manner corresponding to a mathe-
matical summing formula. The averaging model, on the other hand, asserted that
related cognitions combine in a manner that is similar to an averaging formula. As
an example, suppose we know that two persons, A and B, each make $200 a day,
and that a third person, C, makes $100 a day. Which should we perceive as higher
in economic status, a social club consisting of A and B, or a club consisting of all
three? People generally adopt the averaging solution in this case, perceiving that
A and B make up a wealthier group than A, B, and C (as “social club members”
don’t usually pool their incomes). Now imagine that A, B, and C are members of
the same communal family. In this case, people generally adopt an adding solution,
perceiving that A, B, and C together are the wealthier group (i.e., “communal
families” do usually pool money). As the context changes, the cognitive clustering
process conforms to whichever perspective the mind invokes (Rosnow, 1972;
Rosnow & Arms, 1968; Rosnow, Wainer, & Arms, 1970).

As a further illustration of the context of knowledge, consider how the grand
theories of the social world seem to depend on the idiosyncratic perspective of the
observer. As in the film classic by Akira Kurosawa, Rashomon, in which four narrators
describe the rape of a woman and the murder of a man from quite different perspectives,
social philosophers and sociologists also regard the dynamic nature of societal change in
quite different ways. For example, some writers insist that only an evolutionary model
can embrace what they see as a constant struggle, in which successful adaptations survive
in a series of stages, from simplicity to increasing complexity and interrelatedness (a view
represented in the work of Auguste Comte, Herbert Spencer, Wilhelm Wundt, V. Gordon
Childe, C. Lloyd Morgan, and Emile Durkheim). Others contend that a cyclical model
is appropriate; they perceive a revolving process of genesis and decay, with societies
waxing and waning as a result of conflicts and crises (Vico, 1970, 1988, 1990). Still
others favor a dialectical model of societal change; they perceive a continuous process
of the canceling out or annulling of opposing forces in the direction of a higher synthe-
sis (reflected in the writings of G. W. F. Hegel, Karl Marx, and the Frankfurt School of
philosophy). Which is correct? A contextualist would say they are all presumably viable
within particular conceptual and ideological contexts.
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Given the assumption of a dynamic context, it follows that change must be
intrinsic and, therefore, that no single method or theory can ever be expected to
encompass the full complexity of human nature. We call this doctrine methodological
pluralism and theoretical ecumenism, but it is simply a shorthand way of saying
that researchers must, by necessity, avail themselves of different methodological oper-
ations (different units of analysis and diverse scientific strategies, for example) as well
as theoretical explanations representing different levels of analysis. We return to this
point in later chapters, but it should be noted that pluralism has its roots not in
philosophical contextualism, but in the insights of Garner, Hake, and Erikson (1956)
and D. T. Campbell and Fiske (1959), who asserted that all methods are limited in
some ways. Therefore, researchers need to employ different operations (called “mul-
tiple operationalism” by Campbell and Fiske) in order to converge (or “triangulate”)
on the phenomena of interest to them. Theoretical ecumenism echoes Campbell and
Stanley’s (1963) insight that there is usually more than just one right way of viewing
and comprehending a given event: “When one finds, for example, that competent
observers advocate strongly divergent points of view, it seems likely on a priori
grounds that both have observed something valid about the natural situation, and that
both represent a part of the truth” (p. 173). Of course, even complete agreement is
no certain proof of “truth” because, as Campbell and Stanley added, the selective,
cutting edge of truth is often very imprecise.

A criticism leveled against contextualism is that, like constructionism, its idea of
change as “intrinsic” flirts with nihilism. Contextualism’s response is that, although
behavior certainly is subject to sociocultural and historical forces that are in a state of
perpetual flux, this change is “constrained by nature” in varying ways and varying
degrees—or fettered' by human nature, in the case of behavior (Hayes, Hayes, Reese, &
Sarbin, 1993; Kazdin," 1998; Rosnow & Georgoudi, 1986). Thus, change is not simply
dismissed as “error,” or as a “shimmering paradox” concealing an immutable reality, or
as a “temporary instability” within the fixed order of things, or as an “aberration” from
a normal course of events in a basically stable, static, structured world. To underscore
the assumption that behavior is in flux, some contextualists suggest using gerunds
(the English -ing forms of verbs, e.g., loving, thinking, seeing, believing) to imply that
it is active and processlike (Hineline, 1980).

The old philosophical puzzle concerning an external reality that exists indepen-
dent of our perceptions of it—a bugaboo for the social constructionists—is dismissed
by contextualizing behavioral and social researchers (and others) as not worth agoniz-
ing over. As Richard Rorty (1979) stated in another context, it is pointless to argue
over whether knowledge representations put us in touch with reality or the “truth
about things,” because we would have to see reality “as it really is” to know when
some “real truth” has been revealed. In other words, we would have to already know
what we are trying to find out, but there is no way “to get out there” and see reality
directly without the biases of our own idiosyncratic and social baggage (Kaplan,
1964). As another writer put it, the reason most scientists do not worry about the
philosophical conundrum of an a priori reality is that “we’re all wearing rose-colored
glasses, meaning that our previous experience, our culture, language, preconceived
world views, and so on, all these things get in the way of our seeing the world as it
is in itself” (Regis, 1987, p. 212). Thus, instead of exhausting ourselves by arguing
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for or against “real truth,” contextualists set the debate aside as pointless and settle
for a less exalted idea of “truth” as dependable explanation.

EVOLUTIONARY EPISTEMOLOGY

The core idea of the third position, evolutionary epistemology, is that successful
theories and knowledge in science evolve in a competition for survival, similar to the
way that evolution and adaptation drive the transformation of organisms. For example,
Popper (1958, 1962, 1972) perceived a parallel with Darwinian survival when arguing
that scientists ultimately choose the theory “which, by natural selection, proves itself
the fittest to survive” (1958, p. 108). Donald Campbell (1959, 1988a, 1988b) also
viewed the Darwinian analogy as a potentially unifying philosophy of knowledge in
psychology (Brewer & Collins, 1981; Campbell, 1988b; Houts, Cook, & Shadish,
1986). Campbell believed all valid knowledge to be what he described as the “social
product” of a “self-perpetuating social vehicle,” by which he simply meant science
(quoted in Brewer & Collins, p. 15). However, whereas Darwinian evolutionary muta-
tions are the result of chance, for Popper (1958) the choice of one theory over another
was “an act, a practical matter” (p. 109). Contextualists believe that theories survive
because they still make sense within the current milieu, whereas evolutionary episte-
mologists argue that theories survive because of their usefulness (e.g., in predicting
some geal outcome) in a game of empirical jeopardy.

Campbell had an enviable knack for making lists of things, and in a later chapter
we will examine work in which he and others have developed comprehensive lists of
potential threats to the validity of standard research designs. Campbell also envisioned
a nested hierarchy of what he perceived as “mechanisms” that people use to make sense
of the real world, including procedures, rules, and social and personal factors that
govern the use of the scientific method. As Campbell described that process, there is a
constant sifting and winnowing of hypotheses and theories, as a consequence of
which some false explanations drop out and the leftovers become the scientists’ “best
guesses” at that moment, which later selection may eliminate in turn. Evolutionists, like
contextualists, assume that knowledge is in constant flux as scientists use their “best
guesses” as points of departure to promote new “guesses” (hypotheses and theories) to
advance knowledge. Ultimately there is an a priori reality waiting to be discovered and
described by a process of elimination, evolutionary epistemologists assume. As mentioned
previously, a problem with the Darwinian analogy is that, as Ruse (1995) noted, the
raw variants of biology are random, but the raw ingredients of science (new hypotheses)
are seldom random.

Beyond the philosophical domain, the evolutionary idea has taken on a life of
its own in behavioral and social science as a basis of fascinating hypotheses regarding
the evolutionary aim of behavior (e.g., Buss, Haselton, Shackelford, Bleske, &
Wakefield, 1998; Conway & Schaller, 2002; Kenrick & Keefe, 1992; Martindale,
1978). Some critics, however, have questioned what they see as a “loose application
of adaptationist thinking” (de Waal, 2002, p. 187). Nevertheless, they also regard the
evolutionary approach as having “the potential to introduce a conceptual framework
that will accommodate or replace the current proliferation of disconnected theories in
the study of human behavior” (p. 190). However, as de Waal (2002) cautioned, not
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everything can be understood as necessarily purposeful in a survivalist way, such as
diseases that have a genetic basis, but those genes must be only part of the story since
“no one would argue that they contribute to fitness” (p. 188).

Philosopher Jason Scott Robert (2004) cautioned that, at least in developmental
biology, researchers typically design their studies in ways that preclude the possibility
of observing the role of environmental factors and then conclude that such factors
do not play a role in the processes they are studying. Conceding that point, biologist
Giinter P. Wagner (2004) added:

The real difficulty we face in understanding organisms is that they are not simply formed
by a combination of well-defined factors and effects—unlike a cannonball’s trajectory,
which can be understood as resulting from the combined effects of gravity, air friction,
propulsive forces, and inertia. The only proper word we have for what is going on in
biology is interaction. Interaction means that the effect of a factor depends on many other
so-called factors, and this dependency on context ensures that the explanatory currency
drawn from measuring the effects of causal factors is very limited. (p. 1404)

That epiphany of insights notwithstanding, in every generation there is some expla-
nation or analogy that strikes a resonant chord but, in retrospect, seems deceivingly
simple in addressing questions of profound complexity. For example, Einstein and Infeld
(1938) mentioned how, in an industrial civilization wedded to the machine, the mechan-
ical model of physics was applied to all manner of things, including “problems apparently
different and non-mechanical in character” (pp. 57-58). As a case in point, the most
complex current machine has frequently served as a metaphor for cognitive functioning,
from a simple engine in the 18th century, to the telephone switchboard and then the
digital computer in the 20th century. Scientists are. inquisitive, restless, and intellectually
competitive, forever creating and discovering things, but also refurbishing old ideas with
a new veneer. As de Waal (2002) counseled psychological scientists, “My hope is that
this generation will turn evolutionary psychology into a serious and rigorous science by
being critical of its premises without abandoning the core idea that important aspects of
human behavior have been naturally selected” (p. 187).

PEIRCE’S FOUR WAYS OF KNOWING

We began by characterizing “the scientific method” as an eclectic, pragmatic intellectual
outlook (or orientation), but there are, of course, other orientations used to make sense
of the experiential world. Charles Sanders Peirce, a leading American philosopher, who
established the doctrine of pragmatism (an emphasis on practical consequences and
values as the standards used to evaluate the caliber of “truth”), spoke about the scientific
method and also described three other traditional foundations of knowledge: the method
of tenacity, the method of authority, and the a priori method. He asserted that it was by
the use of one or more of these “methods” that people’s beliefs about what they feel
they really know tend to become fixed in their minds as convictions—a process he
called the “fixation of belief” (Reilly, 1970; Thayer, 1982; Wiener, 1966).

Peirce thought the method of tenacity to be the most primitive orientation of
all: People cling to certain assumptions and beliefs mainly for the reason that they
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have been around for some time. A classic case was the ecclesiastical insistence for
centuries that the earth was fixed, immobile, and at the center of the universe. That
conviction may have provided peace of mind to those who accepted it, but like an
ostrich with its head in the sand, they refused to see anything disturbing that might
upset the status quo. A more contemporary variation is the finding in several areas of
psychology that being subjected to the same message over and over (e.g., hearing
malicious gossip or a scurrilous rumor again and again, or seeing the same grating
TV commercial day after day) will make it seem more palatable and credible
(cf. F. H. Allport & Lepkin, 1945; Fine & Turner, 2001; Hasher, Goldstein, &
Toppino, 1977; Zajonc, 1968). Another factor that might account for the tenacious-
ness of beliefs is the false consensus phenomenon, which takes its name from the
observation that people often overestimate the extent to which others hold the same
beliefs; this feeling of “consensus” seems to bring closure to the mind (Ross, Green, &
House, 1977). Tenacious beliefs are hard to shake loose by reason or demonstration,
Peirce concluded.

Peirce thought the method of authority somewhat better than the method of
tenacity, but also limited in some ways. The defining characteristic of this way of
knowing is that people often consult an expert to tell them what to believe. On the
positive side, cutting back on fatty foods because the doctor told you to do so is a
beneficial effect resulting from the method of authority. On the negative side, however,
are unscrupulous “authorities” who claim oracular wisdom but merely use fakery and
showy schemes to prey on human weaknesses, such as medical quacks, food faddists,
faith healers, TV psychics, cult leaders, and eccentric sexual theorists (M. Gardner,
1957; Shermer, 1997). As another classic example, Peirce noted the false accusations
of witchcraft that at one time resulted in atrocities of the most horrible kind, as some
people obeyed the word of authority to carry out their cruelties. Unless we live like
hermits, all of us are subject to the ubiquitous influence of authority simply because
we choose to live in a society requiring that we abide not only by institutionalized
rules of various kinds but also by a “social contract” that takes different forms. An
example, to be discussed in chapter 3, is certain ethical guidelines, rules, and regula-
tions defining and circumscribing the conduct of behavioral and social researchers, as
well as other scientists who work with human or animal subjects.

In a third way of knowing, the a priori method, we use our individual powers
of reason and logic to think for ourselves in a way that is ostensibly unimpeded by
any external authority. Reasoning that 12 X 100 = 120 X 10 = 1 X 1,200 is an
example of the use of the a priori method. Interestingly, Bertrand Russell (1945)
mentioned that mathematical reasoning may be the chief source of the belief in “exact
truth,” that is, the idea of truth as “static, final, perfect, and eternal” (pp. 37, 820).
Thus, Russell added, “the perfect model of truth is the multiplication table, which is
precise and certain and free from all temporal dross” (p. 820). Some traditional aca-
demic fields in which the a priori method is used are art history, literary criticism,
philosophy, and theology, although the traditional notion of “truth” in many fields
regards predilection as temporal rather than static and final. Reason can also be a
defense against hucksters who prey on human gullibility. By approaching their dubi-
ous claims with questioning minds, we are using the a priori method to resist becoming
overly impressed and victimized (Gilovich, 1991).
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However, Peirce recognized that the a priori method is not infallible, because
it is subject to one’s own biases and tastes. If I conclude one thing is true and you
conclude the opposite, how can we hope to resolve our disagreement? Peirce argued
that dilemmas of this kind are a reason why people need a fourth way of knowing,
one by which they can base their beliefs on something reliable and tangible. This, he
said, was the role of the “scientific method”—but he conceded that scientists are
generally cautious and tentative. Nonetheless, if we slavishly follow the method of
tenacity, we ask no questions. Alternatively, the method of authority requires that we
look to others for the answers to our questions. The a priori method, because it is
based on pure reason and logic, also seems to rule out turning to an external world
for tangible substantiation. The scientific method, Peirce believed, surpasses those
other three because it encourages us to investigate the world as well as to use reason
and logic. For example, if we conclude that the earth is round because we have circled
the globe by foot, boat, and vehicle and not fallen off, we are using empirical reasoning
as our grounds for belief, thus the scientific way of knowing.

RHETORIC, PERCEPTIBILITY,
AND AESTHETICS

Earlier, we alluded to the idea that scientists’ convictions are also predicated on a
number of extraempirical factors, such as rhetoric, perceptibility, and aesthetics. Each
of these factors, as is also true of empirical content, is limited and imperfect in some
ways. As a metaphor, we might think of a chair. Conviction is the seat. Supporting
the seat are the four legs of empirical content, rhetoric, perceptibility, and aesthetics.
Because each factor is imperfect in some way, we need all four factors in science to
form a structure for coh\iiction that will, even tentatively, bear weight.

The Rhetoric of Justification

By rhetoric, we mean the persuasive language that people use—technically referred
to as the rhetoric of justification because it implies the use of prose to warrant,
defend, or excuse certain beliefs (Gross, 1996; Pera & Shea, 1991). Communications
in science are intended not only to describe what the researchers found, but to inform
and persuade in a compelling way (Ziman, 1978). As in learning a new language, the
neophyte researcher must absorb the linguistic rules and grammatical conventions in
the chosen field in order to encode information in acceptable ways. Without this flu-
ency, it would be impossible to make one’s way through the thicket of difficult con-
cepts and assumptions, to communicate ideas, or to persuade skeptics and, ultimately,
to gain acceptance as an authority in one’s own right. As a consequence, students
learn to mimic the speech patterns and written forms of authorities, with the result
that scientists in the same field frequently seem to sound alike—in the same way that
lawyers sound like lawyers, philosophers like philosophers, ministers like ministers,
doctors like doctors, police like police, and so on.

One conventional medium for communicating information in science takes the
form of written reports. But although each of the sciences has a privileged rhetoric
of its own, we live in a world in which scientists think and communicate in the
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vernacular as well. Possibly because they represent our earliest ways of thinking and
communicating, the vernacular may come closer to the intuitions and hunches, the
rational and emotional ideas, that each of us uses in the formative stage of thinking
about and trying to explain things. The pressure to conform to the style of the science,
however, produces tensions to communicate efficiently rather than in a way that
reveals the full underlying pattern of reasoning. With this notion in mind, we once
described the pattern of reasoning and argument in modern science as “think Yiddish,
write British.” The focused, yet intuitive ways in which scientists think and reason
often seem to resemble the creative arguments of a wise Talmudic scholar, but the
tightly logical outcome of this “thinking Yiddish” is written up in the traditions of
British empirical philosophy (Rosnow & Rosenthal, 1989).

Further, according to the classical Whorfian hypothesis, the language that each
of us uses is our window into the world; it also expresses how we experience the
world (e.g., Gumperz & Levinson, 1996). For example, people use different languages
to communicate a word by a hand sign, but no language has a sign for every spoken
word. In written and spoken English, we make a distinction between rumor and gos-
sip, but in American Sign Language the same sign is used to denote both terms: Both
hands are held before the face, the index fingers and thumbs are extended, and the
fingers are opened and closed rapidly several times; sometimes the hands also move
back and forth (M. L. A. Sternberg, 1981). In the same way that signing and speaking
English appear to divide up our experiential world differently, the vocabulary of each
researcher’s discipline divides up the experiential world in ways that can influence
nonlinguistic aspects of beliefs. To figure out whether the hand sign refers to rumor
or gossip, we would have to get the meaning from the context. If we have no appro-
priate context, or if concepts are foreign to our experience, we may end up not only
talking past one another but perceiving matters of material substance quite differently,
thus reaching different conclusions and believing different things to be true.

Visualizations and Perceptibility

The philosopher W. V. Quine (1987) called rhetoric the “literary technology of persua-
sion” (p. 183). Often, however, we also need a pithy image in order to shake the
stubborn preconceptions that people harbor. Thus, another way in which humans carve
up the world is by means of imagery, or what some philosophers refer to as “visualiza-
tions” and we refer to more broadly as perceptibility. The use of images seems to
have a hand in virtually all reasoning and thinking (e.g., Bauer & Johnson-Laird, 1993;
Johnson-Laird, 1983; Johnson-Laird & Byrne, 1991; Taylor, Pham, Rivkin, & Armor,
1998). The more pungent the image, the more it seems to reverberate in the mind’s
eye as a justification for some relevant conclusion or belief. Images are also like maps
(another image!), because maps provide a direction for our activity. Newton presum-
ably had an image in mind when he created his laws of motion, just as Michelangelo had
an image that he said he “released” when sculpting figures out of stone. Presumably,
behavioral and social scientists also begin with perceptible images as they carve out
their middle-range theories and hypotheses and then figure out ways to test them
(R. Nisbet, 1976). As Einstein (1934) observed, “It seems that the human mind has
first to construct forms independently before we can find them in things” (p. 27).
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Images are not limited only to science, of course. Our social world contains a
remarkable assortment of analogical images in the form of metaphors and proverbs
that create pictures in our minds, enabling us to perceive novel situations and problems
in terms of familiar ones (Gentner, Holyoak, & Kokinov, 2001; Honeck, 1997; Lakoff &
Johnson, 1980; Miller, 1986, 1996; Oppenheimer, 1956; Randhawa & Coffman, 1978).
Some images, for example, encapsulate the idea of a biological function, such as
explaining that the cat’s running after the ball is like “chasing a mouse” or the baby’s
sucking its thumb is like “nursing at the mother’s breast” (Gombrich, 1963). As Peirce
explained, some pithy metaphors ultimately become “habits of mind” that can govern
our actions as well as our beliefs (H. Margolis, 1993). Lakoff and Johnson (1980)
called them “metaphors we live by” and described how communicating or reasoning
by the use of analogies may play a central role in cognitive systems (see also Honeck,
1997). For example, the image of “time as money” is reflected in phrases such as
“You’re wasting my time” or “How do you spend your time?” or “I lost a lot of time
when I was sick” (Lakoff & Johnson, 1980, pp. 7-8). Other examples are ontological
metaphors (i.e., ideas that are simply taken for granted); they enable us to treat
experiences as entities or substances, such as thinking of the mind as a “machine”:
“My mind just isn’t operating today” or “Boy, the wheels are turning today!” or
“We’ve been working on this problem all day and now we’re running out of steam”
(p. 27). Lakoff and Johnson argued that linguistic regularities, beliefs, and communi-
cation strategies that cannot be easily explained in formal terms can often be explained
(and sustained) in a conceptual framework of perceptible representations.

Aesthetics

In science, as in daily life, the reaction to failures in perceptibility is often “T just don’t
see it!” But sometimes this is a response not to misperceiving the idea, but to rejecting
it on aesthetic grounds. That is, perceptible images are evaluated on their “beauty” or
aesthetics, a faculty that is presumably a basic psychological component of every human
being (Averill, Stanat, & More, 1998; Dissanayake, 1995) and, we would argue, every
conviction. A notable scientific dispute involved Albert Einstein and the leading quantum
theorists, who found it hard to convince Einstein and other physical determinists that,
given a very great many atoms, all capable of certain definite changes, it is possible to
predict the overall pattern but not possible to tell what particular change any given atom
will undergo. God “does not play dice with the world” was Einstein’s famous riposte
(Jammer, 1966, p. 358). It was not that he was unable to “see” the implications of the
idea that, at the level of simple atomic processes, activity is ruled by blind chance
(Clark, 1971; Jammer, 1966), but that he found it viscerally objectionable.

Philosophers and scientists have written extensively about the similarity of the
creative act in the arts and poetry to that in the sciences (Chandrasekhar, 1987; Garfield,
1989a, 1989b; R. Nisbet, 1976; Wechler, 1978), using words like beautiful and elegant
to express the precision and accuracy of great scientific insights (scientific laws, equa-
tions, theories, and so on). Indeed, there may be no greater praise of a colleague’s work
than to say of it that it is “just beautiful.” A classic scientific example was Mendeleyev’s
periodic table in the field of chemistry. The beauty of Mendeleyev’s insight was not
only that he saw a way to organize all the chemical elements, but that he “was bold
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enough to leave gaps where no known elements fit into the pattern and to suggest that
the atomic weights of some elements had been calculated incorrectly” (Uppenbrink,
2000, p. 1696). The chemist Primo Levi (1984) told how, as a young student, he was
struck by the beauty of Mendeleyev’s periodic table, which he experienced as “poetry,
loftier and more solemn than all the poetry we had swallowed” (p. 1).

LIMITATIONS OF THE FOUR SUPPORTS
OF CONVICTION

Previously, we said that the factors of perceptibility, rhetoric, aesthetics, and empirical
content are imperfect supports of convictions. For example, thinking in terms of visual
images (perceptibility) is limited by each person’s experience and imagination, and
by whatever visual metaphors are salient at that moment in historical time. The rhet-
oric of justification is limited by the human capacity to express experiences in prose.
To borrow an analogy suggested by Robert E. Lana (1991), we can bend our arms
forward at the elbow, but not backward, because nature has imposed a limit on how
far the human forearm can be bent. Similarly, language enables us to bend our expe-
riences in prose, but nature has imposed a limit on our cognitive capacity to process
the world’s richness of information. As regards aesthetics, what people perceive as
“beaufiful” is conditioned in part by culture and training. Thus, although it is true that
beauty can be fashioned and twisted, it is biased because it is ultimately in the eye
(and sensibility) of the beholder, or as the great film director Josef von Sternberg
(1965) wrote, “Though beauty can be created, it cannot be put to a test or arbitrated;
it consists only of its appeal to the senses” (p. 319).

Scientists do not simply rely on armchair theorizing, political persuasiveness, or
personal position to settle opinions; they use empirical methods that are made available
to other competent scientists. Traditionally, the way this process works was compared
by one scientist to someone who is trying to unlock a door with a set of previously
untried keys (Conant, 1957). The person says, “If this key fits the lock, then the lock
will open when I turn the key.” Similarly, the scientist has a choice of methods, decides
on one, and then says in essence, “Let’s try it and see if it works” (Conant, 1957, p. xii).
This analogy is another idealization and oversimplification, however, because there are
powerful generalizations that cannot be restricted to the available empirical facts alone.
For example, Newton’s first law of motion asserts that a body not acted on by any force
will continue in a state of rest or uniform motion in a straight line forever. Of course,
no scientist has ever seen a body not acted on by any force (e.g., friction or gravity),
much less observed or measured any physical entity traveling in a straight line forever.
Recognizing limitations like these is important so that we do not credit empiricism with
properties it does not have (M. R. Cohen, 1931/1978).

BEHAVIORAL RESEARCH DEFINED

The expression behavioral research in the title of this book is another huge umbrella
term, as it covers a vast area. The “behavior” of early primitive humans, humans as
political animals, economic animals, social animals, talking animals, humans as
logicians—these are of interest to behavioral and social scientists in fields as diverse
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TABLE 1.1
Illustrative fields and explanatory focus on behavior

Field Focus Explanatory emphasis
Neuroscience Most micro Biological and biochemical factors
Cognition More micro Thinking and reasoning

Social psychology More macro Interpersonal and group factors
Sociology Most macro Societal systems

as psychology (clinical, cognitive, counseling, developmental, educational, experimental,
industrial and organizational, social, etc.), sociology, economics, education and
communication research, psycholinguistics, neuroscience, behavioral biology, and many
other disciplines. For most purposes it probably makes little difference whether we can
distinguish among those disciplines. There are differences nonetheless. Table 1.1 implies
two basic differences, which are that the explanatory emphasis as well as the units
of analysis used are often quite dissimilar in different disciplines, as well as in different
areas of the same discipline. Imagine a continuum anchored on one end by the smallest
and most concrete, or most diminutive (i.e., most micro) units of analysis and at the
other end, by the largest and most abstract (most macro) units. If we open any basic
text in psychology, we will see that explanations of behavior range from the nervous
system (most micro) to society and culture (most macro), with the factors of personality,
cognition, and development somewhere in between.

Staying with- this idea, suppose we were. walking along a beach and a small
object on the sand aroused our curiosity because it suddenly moved or made a noise.
We might stop to look at it more closely. If we happened to notice certain regularities
in its behavior, we might try to get it to respond by poking it or pushing it to see
how it will react. Neuroscientists who are interested in the biology or biochemistry
of behavior might want to look inside the object to see what makes it tick. Determin-
ing how it is constructed, they might be able to predict its responses. This is the “most
micro” level of explanation, because the units of analysis are so small. The neurosci-
centists interested in behavior might experiment with how a motivational state can be
controlled by the stimulation of a portion of the brain, or how brain waves in a par-
ticular area are correlated with a particular emotional sensation, or how testosterone
is related to sexual activity or aggressiveness, or how low levels of progesterone are
related to premenstrual tension.

Hlustrative of a “relatively micro” focus (where the units of analysis are not as
diminutive as in neuroscience) would be some areas of cognitive and personality
psychology. A cognitive researcher interested in intelligence, for example, might give
the research participants letters with blank spaces between some of them and ask them
to fill in the blanks to make words. Using that procedure the researcher attempts to
delve into a certain cognitive dimension of intelligence. A personality researcher might
approach the topic quite differently, creating a test to pick out people who are high
and low in “social intelligence.” Such a test might, for example, consist of a series
of scenarios visually depicting or verbally describing certain interpersonal roles that
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people play. The subject’s task is to identify the actor’s actions and intentions in each
particular scenario. The personality researcher examined the traits of people who are
good (or bad) at reading other’s actions and intentions, whereas the cognitive researcher
was interested in the reasoning process used by intelligent people to form words. The
similarity between those two approaches is that they are not as micro as the explana-
tory focus of interest to the neuroscientist, but somewhat more micro than in some
other areas of behavioral research, such as social psychology.

At the next level, experimental social psychologists who investigate how social
behavior is influenced by interpersonal and group factors are interested in “more
macro” explanations than are neuroscientists or cognitive psychologists. Studies of
how judgments and perceptions might be influenced by subtle group processes are an
illustration. In a classic study by Solomon Asch (1951), a subject arrived at the
research laboratory along with several others who, unbeknownst to the subject, were
really confederates of the investigator. All participants, once they were seated together
at the same table, were told by the experimenter that they would be asked to make
judgments about the length of several lines. Each participant was to judge which of
three lines was closest in length to a standard line. The confederates always stated
their judgments first, after which the real subject gave his opinion. The confederates,
acting in collusion with the experimenter, sometimes gave obviously incorrect judg-
ments. To Asch’s surprise, one third of the real subjects gave the same opinion as the
confederates in the experiment; only 29% of the real subjects remained completely
independent. Interviews with the real subjects revealed that they were deeply disturbed
by the discrepancy between what they saw and what they believed others saw. Asch
interpreted this result as evidence that our sense of reality is partly social (Gleitman,
Rozin, & Sabini, 1997).

At the “most macro” level, other social psychologists, anthropologists, and
sociologists study how behavior is acted out in particular societal systems, that is,
the “roles” people play, which are theorized to be related to the person’s “position”
in the societal system (e.g., Alexander & Knight, 1971; Biddle & Thomas, 1966;
J. A. Jackson, 1972; Rosnow & Aiken, 1973; Sarbin & Allen, 1968). For example,
someone who is in the position of “professor” is expected to be scholarly and
inquisitive, and to have primarily intellectual interests. Of course, a person can
occupy a number of different positions, playing a number of different roles at the
same time—that of student, wife or husband, daughter or son, part-time waiter,
filmmaker, and so on. It has been observed that each of us enacts many different
roles with varying degrees of intensity. There is disagreement, however, about
whether multiple role taking produces distress or implies that we are better prepared
to face the complexities of modern life (cf. Barnett & Rivers, 1996; Hochschild,
1989). One researcher, who took the latter position, compared the multiple role taker
with the skilled motorist who can withstand unusual stress and long-term strain on
the highway (Cameron, 1950).

Realizing the importance of studying things from different perspectives, research-
ers often borrow methodological strategies from one another in order to explore more
than one dimension of a phenomenon. An analogy proposed by the existentialist
philosopher Jean-Paul Sartre (1956) is relevant. Sartre described how, when we look
at someone who is looking back at us, it is hard to see the “watcher” behind the
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“look™ at the same time that we focus on the person’s appearance. The more we
concentrate on one dimension, the less we notice other things about the individual.
Other dimensions of the person are neutralized, put out of play. To try to catch a
glimpse of the whole person, we need to shift our concentration back and forth,
attending first to one thing and then to another. In behavioral research, multiple meth-
ods and theories allow us to expand our grasp and understanding, one reason why
interdisciplinary fields are constantly being created—so we can share methods and
ideas and ultimately to benefit from the insights that can come from shifting our
concentration back and forth. Researchers in the new boundary-melting disciplines
hope that they will show the same vigor and potential for breakthrough that has been
evident when other sciences have combined to form a new discipline.

THREE BROAD RESEARCH ORIENTATIONS

Although the methods used by behavioral researchers are often diverse, the objective
in psychological science is the same: to describe and explain how and why people
behave the way they do, including how and why they feel and think about things as
they do. William James, who founded the first psychology laboratory in the
United States, called psychology the science of mental life, by which he meant that
it examines how people feel, think, and behave. The job of the behavioral researcher
in psychology is, as James said, to describe and explain consciousness in the context
of behavior and processes in the body. Other questions of equal importance in psy-
chology deal with the nature of language, planning, problem solving, and imagination
in the context of reasoning, thinking, intentions, and mental representations (Kim-
ble, 1989). The scientific methods used to address these aspects of behavior include
a variety of laboratory and nonlaboratory procedures. To simplify this picture, we
lump together the various methods and orientations of researchers into three broad
types: descriptive, relational, and experimental.

By descriptive research orientation, we mean an observational focus whose
goal is carefully mapping out a situation to describe what is happening behaviorally
(or what philosophers call how-questions). This focus does not, by definition, directly
concern itself with causal explanations (i.e., why-questions), except perhaps specula-
tively. For example, the educational psychologist who is interested in the study of
children’s failure in school may spend a good deal of time observing the classroom
behavior of children who are doing poorly. The researcher can then describe as care-
fully as possible what was observed. Careful observation of failing pupils might lead
to some revision of the concepts of classroom failure, to factors that may have con-
tributed to the development of failure, and even perhaps to speculative ideas for
reversing failure. :

That type of orientation is frequently considered a necessary first step in the
development of a research program, but it is rarely regarded as sufficient, because
the study cannot tell us why something happens or how what happens is related to
other events. If our interest is in children’s failure, we are not likely to be satisfied
for very long with even the most careful description of that behavior. We still want
to know the antecedents of failure and the outcomes of various procedures designed
to reduce classroom failure. Even if we were not motivated directly by the practical
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implications of the causes and cures of failure, we would believe our understanding
of failure to be considerably improved if we knew the conditions that increase and
decrease its likelihood.

For us to learn about the increase or decrease of failure, or any other behavior,
our observations must focus on at least two variables at the same time, that is, two
or more sets of observations that can be related to one another in what is called a
relational research orientation, whose focus is the description of how what happens
changes when some other set of events changes. Research is relational when two or
more variables or conditions are measured and related to one another. Continuing with
the classroom example, let us suppose the researcher notes that many of the scholas-
tically failing students are rarely looked at or addressed by their teachers and are
seldom exposed to new academically relevant information. At that stage the researcher
may have only an impression about the relation between learning failure and teaching
behavior. Such impressions are a frequent, and often valuable, by-product of descrip-
tive research. But if they are to be taken seriously as a relational principle, they
cannot be left at the impressionistic level for very long.

To examine those impressions, one might arrange a series of coordinated obser-
vations on a sample of pupils in classrooms that adequately represents the population
of pupils about whom some conclusion is to be drawn. For each pupil it could be
noted (a) whether the student is learning anything or the degree to which the student
had been learning and (b) the degree to which the teacher has been exposing the
student to material to be learned. From the coordinated observations it should then
be possible to make a quantitative statement concerning the degree of correlation
between the amount of pupils’ exposure to the material to be learned and the amount
of material they did in fact learn. The scientist would indicate not just (a) whether “X
and Y are significantly related” (i.e., whether, over the long run, this nonzero relation-
ship is likely to emerge consistently when the research is repeated) but also (b) the
form of the relationship (e.g., linear or nonlinear, positive or negative) and (c) the
strength of the relationship, or effect size (a concept defined in the next chapter).

To carry the illustration one step further, suppose that the pupils exposed to less
information were also those who tended to learn less. On discovering that relationship,
there might be a temptation to conclude that children learn less because they are taught
less. Such an ad hoc hypothesis (i.e., one developed “for this” special result), although
plausible, would not be warranted by the relationship reported. It might be that teach-
ers teach less to those they know to be less able to learn. Differences in teaching
behavior might be as much a result of the pupils’ learning as a determinant of that
learning. To pursue that working hypothesis (i.e., the supposition we are using, or
working with), we could make further observations that would allow us to infer
whether differences in information presented to pupils, apart from any individual dif-
ferences among them, affected the pupils’ learning. Such questions are best answered
by manipulation of the conditions believed to be responsible for the effect. That is,
we might introduce some change into the situation, or we might interrupt or terminate
it in order to identify certain causes.

What has just been described is an experimental research orientation, whose
focus is the identification of causes (i.e., what leads to what). Relational research
can only rarely provide such insights, and then only under very special conditions
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(discussed later in this book). The difference between the degree of focus on causal
explanation of relational and experimental research can be expressed in the difference
between the two statements “X is related to Y (relational research) and “X is respon-
sible for Y’ (experimental research). In our example, teaching is X and learning is Y.
Our experiment is designed to reveal the effects of teaching on pupil learning. We
might select a sample of youngsters and, by tossing a coin or by means of some other
random method of selection, divide them into two equivalent groups. One of these
groups (the experimental group) would have more information given them by their
teachers than would the other group (the control group). We could then assess whether
the experimental group surpasses the control group in learning achievement. If we
find this result, we could say that giving the experimental group more information
was responsible for this outcome.

There might still be a question of what it was about the better procedure that
led to the improvement. In the case of increased teaching, we might wonder whether
the improvement was due to (a) the amount and nature of the additional material;
(b) the increased attention from the teacher while presenting the additional material;
(c) any increases in eye contact, smiles, or warmth; or (d) other possible correlates
of increased teaching behavior. In fact, those various hypotheses have already been
investigated by behavioral and social researchers. The results indicate that the amount
of new material that teachers present to their pupils is sometimes predicated not so
much on the children’s learning ability, as on the teachers’ beliefs or expectations
about their pupils’ learning ability. The teachers’ expectations about their pupils’
abilities become a self-fulfilling prophecy, in which the expectations are essentially
responsible for the outcome in behavior (Babad, 1993; Raudenbush, 1984; Rosenthal,
1966, 1976, 1985; Rosenthal & Jacobson, 1968; Rosenthal & Rubin, 1978).

We have described a series of hypothetical studies, and we now turn to a series
of actual studies that are considered classics in psychological science. These examples
illustrate the way in which sound research is programmatic; that is, it follows a plan of
attack involving more than a single study or a single set of observations. The first
project illustrates a program of research used to develop innovative assessment tech-
niques in a famous applied setting during World War II. The second program of research
was designed to develop a tool to measure social desirability bias in virtually any mea-
surement setting. Whereas the subjects in the first two programs of research were human
participants, those in the final set of studies were animal subjects in experimental stud-
ies in the area of comparative psychology. These three cases (a) flesh out the descriptive,
relational, and experimental orientations; (b) introduce additional key concepts (to which
we return in later chapters); (c) underscore how vast the territory covered by behavioral
and social research is in psychology; and (d) allow us to follow the step-by-step think-
ing of researchers as they proceeded toward a specific objective.

THE DESCRIPTIVE RESEARCH
ORIENTATION

Qur first illustration involves the development of assessment techniques by psycholo-
gists during World War II, under the auspices of the Office of Strategic Services
{OSS)—this nation’s first organized nonmilitary espionage and sabotage agency, which
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came into being in 1942 under the directorship of William J. “Wild Bill” Donovan.
The OSS was charged with tasks such as intelligence gathering, sabotage behind enemy
lines, the mobilization of guerilla groups to resist the Nazi occupation of Europe, and
the preparation and dissemination of propaganda (OSS Assessment Staff, 1948). The
OSS was “disestablished” in October 1945 by a directive issued by President Harry S
Truman, who in another Presidential Directive then “established” something called the
Central Intelligence Group and the National Intelligence Authority, a forerunner of the
Central Intelligence Agency, which was created by Congress in 1947 (Griffin, 2002).
The program of assessment studies conducted by the OSS investigators illustrates what
we characterized as the descriptive research orientation.

Thousands of men, drawn from both military and civilian life, were recruited
to carry out the often hazardous missions of the OSS. Initially, it was not known what
type of personnel to select for each of the various missions, and a group of psychologists
and psychiatrists was assembled to aid in the assessment of the special agents. The
chief contribution of these researchers was to set up a series of situations that would
permit more useful and relevant descriptions of the personalities of the candidates,
although the original intent of the assessment staff had been more ambitious. It had
been hoped that in the long run it would be possible to increase the likelihood of
assignment of agents to those missions they could best perform. Unfortunately, several
factors made impossible the development of a screening and placement system that
could Be fairly and properly evaluated. Chief among these factors were the assessment
staff’s not knowing what particular mission would finally be assigned to a recruit and,
most important, several weaknesses in the final appraisal of how good a job an agent
had actually done.

From December 1943 to August 1945, more than 5,000 recruits were studied
by the assessment staff. The primary station was located about an hour’s ride from
Washington, DC, in a rustic setting of rolling meadows and stately trees. It was there
that the recruits were sent for a 3- to 5-day period, during which they were given
identical clothes to wear and assigned pseudonyms so that colonels and privates and
college professors would be indistinguishable to the assessment researchers. Besides
a false name, each recruit had to invent a cover story giving himself a new occupation,
a new residence, a new place of birth, and a new educational background. Candidates
were warned that the assessment researchers would try to trick them into breaking
cover and giving away their true identities.

Virtually everything that a recruit did from the moment he arrived at the station
was observed and assessed: how he got off the truck that brought his group of recruits,
how he asked questions of the staff members who explained procedures to the can-
didates, what he said during the first dinner, and what he chose to do after dinner
when he was free to read or talk or withdraw. The first evening, the candidates filled
out a great many paper-and-pencil tests of personality and ability and also answered
questions concerning their personal background. The next days were filled with many
situational tests, in which the staff had the opportunity to evaluate each man’s level
of initiative, leadership, functioning intelligence, social relationships, and physical
ability. For example, a group of four to seven men had to move a log and a rock
across an 8-foot-wide brook. The situation was rigged so that either a bridge or an
overhead cable system could be constructed to solve the problem. The achievement
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of a solution was not the main purpose of the exercise, however. Instead, it was to
give the researchers an opportunity to observe the different roles the men assumed in
the team effort required to solve the problem.

One of the most trying, and probably most revealing, situations was a task in
which the candidates were to direct the efforts of two helpers in building a 5-foot
cube out of a giant Tinkertoy set. To the candidates the task seemed to be another
assessment of their leadership abilities, but it was actually a test of stress tolerance.
“Kippy” and “Buster,” the two helpers, were really two members of the research staft.
Kippy was a passive sort who did nothing unless ordered to, except occasionally to
get in the way. Buster offered useless suggestions, griped repeatedly, and harped
on the candidates’ weaknesses. Kippy and Buster were sufficiently obstructive that,
in the whole history of the OSS assessment program, no recruit was ever able to
complete the task in the allotted 10 minutes.

Some of the candidates perceived immediately that the two “helpers” were
confederates of the researchers. That insight sometimes, but not always, helped the
candidates to contain their tempers and persist in trying to get the job done. Other
candidates wondered why the OSS could not afford better farmhands around the
cstate and admitted that the obstreperousness and insolence of the helpers tempted
them more than once to lay an uncharitable hand upon one or the other of them. On
more than one occasion a fight did erupt. Some candidates learned enough about
themselves from that experience that they asked to be excused from the program,
realizing that the kind of stress involved would be too much for them.

As this project unfolded, its primary objective was descriptive, but it should
be noted again that description had not been the only goal of the research staff.
‘They had hoped to correlate the assessments made of the men with their performance
in the field, thus us'ing a relational strategy as well as a descriptive one. Such
correlations would define the adequacy of the selection procedures. If those correla-
tions were high, they would tell the researchers that the assessment (the predictor
variable) had done its job of predicting actual task performance (the criterion
variable, or outcome). Because the researchers had only vague (and probably many
crroneous) ideas about the nature of the jobs for which the candidates were being
sclected, there was no satisfactory evaluation of just how good a job had been done
by agents in the field. It would be impractical to think that one could select people
for the performance of unspecified functions. However, it seems unlikely that, either
before or since, have so many people been observed and described so carefully by
s0 many behavioral researchers.

THE RELATIONAL RESEARCH
ORIENTATION

The OSS assessment researchers were in a position to make many detailed observa-
tions relevant to many of the candidates’ motives. However, there was no organized
attempt to relate the scores or ratings on any one of these variables to the scores
or ratings on some subsequently measured variable that, on the basis of theory,
should show a strong correlation with the predictor variable. In this next illustration,
we examine how relational research was used in another classic set of studies to
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develop a personality construct and then to validate a psychological scale to measure
this construct, called the need for social approval. This series of studies also
illustrates the value of replications that vary slightly from one another (varied
replications), which can help to pinpoint the relationships of interest. (We will have
more to say about this issue in chapter 4 when we discuss the relationship between
reliability and replication.)

The term construct refers to an abstract idea that is used as an explanatory
concept (we will also have more to say about this later). The construct need for
social approval (also called social desirability) was investigated by Douglas P.
Crowne and David Marlowe, who performed this research at Ohio State University
in the late 1950s. Social desirability refers to the idea that people differ in their
need for approval and affection from respected others. Crowne and Marlowe were
interested in developing a scale to measure the degree to which people vary on
this personality dimension. They wanted their scale to measure the respondent’s
social desirability independent of his or her level of psychopathology and began
by considering hundreds of personality test items that could be answered in a true-
false format. To be included, an item had to be one that would reflect socially
approved behavior and yet be almost certain to be untrue (i.e., behavior too good
to be true). In addition, answers to the items could not have any implications of
psychological abnormality or psychopathology. By having a group of psychology
graduate students and faculty judge the social desirability of each item, the research-
ers developed a set of items reflecting behavior too virtuous to be probable but not
primarily reflecting personal maladjustment.

The final form of the Marlowe-Crowne Social Desirability (MCSD) scale
contained 33 items (Crowne, 1979; Crowne & Marlowe, 1964). In approximately half
the items a “true” answer reflected the socially desirable (i.e., the higher need for
approval) response, and in the remainder a “false” answer reflected this type of
response. An example of the former type of item is “I have never intensely disliked
anyone,” whereas the latter is exemplified by “I sometimes feel resentful when I don’t
get my way.” Interested readers will find the MCSD scale and some related social
desirability (SD) scales that are used to measure “good impression” responding in
Robinson, Shaver, and Wrightsman’s Measures of Personality and Social Psycho-
logical Attitudes (1991), which includes a discussion of the background of this topic
(Paulhus, 1991). For a brief overview of the ideas and research that ultimately led to
the creation of the MCSD scale, described by one of the authors of this test, see
Crowne (2000).

The MCSD scale showed high correlations with those measures with which
it was expected to show high correlations. For example, it correlated well with
itself, which is to say an impressive statistical relation was obtained between the
two testings of a group of subjects who were tested in a reliable (i.e., consistent)
manner. In addition, although the MCSD scale did show moderate correlations with
measures of psychopathology, there were fewer of these and they were smaller in
magnitude than was the case for an earlier developed SD scale (Edwards, 1957a).
Those were promising beginnings for the MCSD scale, but it remained to be shown
that the concept of need for social approval (and the test developed to measure it)
was useful beyond predicting responses to other paper-and-pencil measures. As part
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of their program of further validating their new scale and the construct that was
its basis, Crowne and Marlowe undertook an ingenious series of varied replications
relating scores on their scale to subjects’ behavior in a number of non-paper-and-
pencil test situations.

In the first of those studies the subjects began by completing various tests,
including the MCSD scale and were then asked to get down to the serious business
of the experiment. That “serious business” required them to pack a dozen spools of
thread into a small box, unpack the box, repack it, reunpack it, and so on for 25
minutes while the experimenter appeared to be timing the performance and making
notes about them. After these dull 25 minutes had elapsed, the subjects were asked
to rate how “interesting” the task had been, how “instructive,” and how “important
to science,” and they were also asked how much they wished to participate in similar
experiments in the future. The results showed quite clearly that those subjects who
scored on the MSCD scale above the mean on desire for social approval said that
they found the task more interesting, more instructive, and more important to science,
and that they were more eager to participate again in similar studies than those subjects
who had scored below the mean. In other words, just as we would have predicted,
subjects scoring higher in the need for social approval were more ingratiating and
said nicer things to the experimenter about the task.

Next, Crowne and Marlowe conducted a series of studies using the method of
verbal conditioning. In one variant of that method, the subject is asked to make up
sentences and state them aloud. In the positive reinforcement condition, every time
the subject utters a plural noun the experimenter responds affirmatively by saying
“mm-hmm.” In the negative reinforcement condition, every time the subject utters a
plural noun the experimenter responds negatively by saying “uh-uh.” Researchers who
use this procedure define the magnitude of verbal conditioning by the amount of
change in the production of plural nouns from before the reinforcement to some
subsequent time block after the subject has received the positive or negative reinforce-
ment. Magnitude of verbal conditioning is theorized to be a good indicator of suscep-
tibility to social influence. Subjects who are more susceptible to the experimenter’s
reinforcements are hypothesized to be more susceptible to other forms of elementary
social influence.

In the first of their verbal conditioning studies, the investigators found that
subjects higher in the need for social approval responded with far more plural nouns
when “rewarded” with positive reinforcement than did subjects lower in this need.
Subjects higher in the need for social approval also responded with fewer plural nouns
when “punished” with negative reinforcement than did subjects lower in this person-
ality characteristic. Those subjects who saw the connection between their utterances
and the experimenter’s reinforcement were dropped from the analysis of the results.
In this way the relation obtained was between subjects’ need for social approval as
measured by the MCSD scale and their responsivity to the approval of their experi-
menter, but only when they were not explicitly aware (or said they were unaware) of
the role of the experimenter’s reinforcements.

In the second of their verbal conditioning studies, the investigators wanted
to use a task that would be more lifelike and engaging than producing random
words. They asked subjects to describe their own personality, and every positive
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self-reference was positively reinforced by the experimenter’s saying “mm-hmm”
in a flat monotone. A positive self-reference was defined operationally (i.e., defined
in an empirical way) as any statement that reflected favorably on the subject, and
two judges working independently showed a very high degree of consistency in
identifying positive self-references. Results of that study indicated that subjects
above the mean in need for social approval made significantly more positive self-
references when reinforced for doing so than did subjects scoring lower in the need
for social approval. Regardless of whether the subjects’ responses were as trivial
as the production of random words or as meaningful as talking about themselves,
that behavior could be increased much more by subtle social reinforcement in
people who were higher rather than lower in their measured need for social
approval.

In their third verbal conditioning study, the investigators used a vicarious
(substitute) reward method. The subject was not rewarded for a given type of response
but instead watched someone else receive a reward. The real subjects of the study
observed a pseudosubject (i.e., a confederate of the experimenter) make up a series
of sentences using one of six pronouns (I, you, we, he, she, they) and a verb given
by the experimenter. When the pseudosubject began a sentence with the pronoun / or
we, the experimenter responded with the word good. Before and after the observation
interval, the subjects themselves made up sentences using one of the same six
pronouns. The results were that subjects higher in the need for social approval showed
a greater increase in their use of the reinforced pronouns (I, we) from their preobser-
vational to their postobservational sentence-construction session than did subjects
lower in the need for social approval. Once again, Crowne and Marlowe had demon-
strated that subjects, on the average, can be successfully predicted to be more respon-
sive to the approving behavior of an experimenter when they have scored higher on
the MCSD scale.

Another set of studies used a derivative of Asch’s conformity procedure in
which each judgment is stated aloud, because the purpose of Asch’s procedure is
to permit an assessment of the effects of earlier subjects’ judgments on the judg-
ments of subsequent subjects. In order to control the judgments made earlier,
accomplices of the experimenters serve as pseudosubjects. All the pseudosubjects
make the same uniform judgment, one that is quite clearly in error. Conformity is
defined as the real subject’s “going along with” (conforming to) the majority in
his or her own judgment rather than giving the objectively correct response. In one
of Crowne and Marlowe’s variations on that procedure, the subjects heard a tape
recording of knocks on a table and then reported their judgment of the number of
knocks they had heard. Each subject was led to believe that he or she was the
fourth participant and heard the tape-recorded responses of the “three prior subjects”
to each series of knocks that was to be judged. The earlier three subjects were the
pseudosubjects, and they all agreed with one another by consistently giving an
incorrect response on 12 of 18 trials. Therefore, the researchers could count the
number of times out of 12 that each subject yielded to the wrong but unanimous
majority. The subjects who had scored higher in the need for social approval
conformed more to the majority judgment than did the subjects who had scored
lower in the need for social approval.
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In these studies, the real subjects heard the taped response of the “majority.” In
follow-up studies, the researchers investigated whether the same effect would result
if the accomplices were actually present. This time the task was a discrimination
problem in which the subjects had to judge which of two clusters of dots was larger.
Pseudosubjects were again used to give responses that were clearly wrong but
unanimous, and as before, the subjects who had scored above the mean on social
desirability yielded more often to the unanimous but erring majority than did the
subjects who had scored below the mean.

We have described here a number of studies that supported the validity of the
MCSD scale and the construct of the need for social approval. As with almost any
other well-researched problem in behavioral and social science, many additional,
relevant studies (not described here) support or do not support the findings. An
exhaustive literature search would turn up these additional results, but our purpose
here is not to be exhaustive but to illustrate the use of a series of varied replications
in relational research. Other measures of social desirability have also been developed,
and the factor analysis of these scales has revealed that they can be described by
two factors: self-deception and impression management (Paulhus, 1991). Later in
this book we turn to techniques that are often used to minimize or eliminate the
influence of social desirability bias in personality and attitude measurement. As
Crowne (2000) noted, although we know a great deal about social desirability and
its measurement, dimensions, and correlations with other measures, there is still
much that we do not know about when people are motivated to respond in a biased
way in evaluative situations.

THE EXPERIMENTAL RESEARCH
ORIENTATION

Our final illustration is a series of experimental studies characterized by the
controlled arrangement and manipulation of one or more conditions calculated to
identify the causes of resulting variations in one or more outcome variables or
measures. In the research by Crowne and Marlowe there were instances in which
some condition was controlled and manipulated by the investigators. Even though
we used the terms experiment and experimenter to describe some aspects of this
rescarch, we still do not regard it as “experimental research” in its broad purpose.
It was not experimental because its goal was not to identify the causes of the need
for social approval, nor was need for approval a manipulated variable in these
studies. Instead, the purpose of that research was to measure the variable and then
relate it to other behavior in order to decide whether the MCSD scale measured
the construct the researchers had in mind when creating it. We now turn to a highly
publicized series of studies in the annals of comparative psychology to illustrate
the nature of varied replications in the work of Harry and Margaret Harlow dealing
with affection in primates.

There are few personality theories that do not consider early life experiences
especially important in the development of personality. Among the early life experi-
ences often given special attention are those involving mother-child relationships. A
penerally posed proposition might be “loving mother-child relationships are more
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likely to lead to healthy adult personalities than hostile, rejecting mother-child
relationships.” A simple way to investigate that hypothesis experimentally would be
to assign half a sample of young children to loving mothers and half to rejecting
mothers, and then to follow the development of each child’s adult personality. Such
an experimental plan is an ethical absurdity in our culture’s value matrix, although
there are no special problems of experimental logic involved. Does this mean that
behavioral researchers can never do experimental work on important questions of
human development and human personality? Another approach to the problem has
capitalized on the biological continuities between nonhuman organisms and human
beings. Primates especially have been shown to share some attributes with humans
sufficiently to make primates valuable, if far from exact or even very accurate, models
for human behavior. We cannot, for the sake of furthering our knowledge of personal-
ity development, separate a human baby from its mother, but the important lessons we
might learn from separation make it seem rational, if not easily (or readily) justifiable,
to separate a nonhuman primate from its mother. (In chapter 3 we discuss ethical issues
of research that have implications for nonhuman as well as human subjects.)

In their extensive research program at the University of Wisconsin at Madison,
the Harlows and their coworkers used arrays of procedures and approaches of both
the psychologist and the biologist, a typical technique in the field of comparative
psychology. Much of the Harlows’ research on the affectional system of monkeys was
of the descriptive type (e.g., young monkeys become attached to other young monkeys)
and of the relational type (e.g., male monkeys become more forceful with age, and
female monkeys become more passive). However, our interest here is on their
experimental research, although we will be able to describe only a fraction of it in
this limited space.

As part of the research program, infant monkeys were separated from their
mothers just a few hours after birth and were then raised by bottle with great success.
The Harlows had been advised by another researcher, Gertrude van Wagenen, to have
available for their infant monkeys some soft pliant surfaces, and folded gauze diapers
were consequently made available to all the baby monkeys. The babies became very
much attached to these diapers, so much so that the diapers could be removed for
laundering only with great difficulty. These observations led to an experiment designed
to show more systematically the shorter and longer term effects of access to a soft
material. Also the research was planned to shed light on the relative importance to
the development of the infant’s attachment to its mother of being fed by her as
opposed to being in close and cuddly contact with her (Harlow, 1959; Harlow &
Harlow, 1966).

Accordingly, two “pseudomothers” were built: one, a bare welded-wire cylindrical
form with a crude wooden head and face attached, and the other, a similar apparatus
covered with soft terry cloth. Eight newborn monkeys were given equal access to the
wire and the cloth mother figures, but four were fed at the breast of the wire mother and
four were fed at the breast of the cloth mother. When the measures were of the amount
of milk consumed or the amount of weight gained, the two pseudomothers made no
difference. The monkeys fed by both drank about the same amount of milk and gained
about the same amount of weight. But regardless of which mother had fed them, the
baby monkeys spent much more time climbing on the cloth mother and clinging to her
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than they did the wire mother. That finding demonstrated the importance of what the
researchers called “contact comfort”; it also appeared to imply that an earlier formulation
of love for mother was really much too simple. That earlier theory held that mothers
become prized because they are associated with the reduction of hunger and thirst. The
Harlow results showed quite clearly that being the source of food is not nearly so good
a predictor of a baby’s subsequent preference as is being a soft and cuddly mother. When
the monkeys were about 100 days old, they spent an average of approximately 15 hours
a day on the cloth mother but only about 1.5 hours on the wire mother, regardless of
whether it had been the cloth or the wire mother that had fed them.

Later experiments showed that when the infant monkey was placed into a fear-
arousing situation, it sought out the cloth mother for comfort and reassurance. A
frightened monkey, confronted by a mechanical bear that advanced while beating a
drum, would flee to the cloth mother, secure a dose of reassurance, and then gradually
explore the frightening object and turn it into a toy. When the cloth mother was not
in the room, the infant monkeys hurled themselves to the floor, clutched their heads
and bodies, and screamed in distress. The wire mother provided the infants no greater
security or reassurance than no mother at all.

Robert A. Butler, a coworker of the Harlows, had discovered that monkeys
enclosed in a dimly lit box would spend hour after hour pressing a lever that opened
a window in the box and gave them a chance to see something outside. Monkeys
barely able to walk pressed the lever for a brief peek at the world outside. One of the
variables that determined how hard the monkey would work to look out the window
was what there was to be seen. When the monkey infants we have been discussing
were tested in the “Butler box,” it turned out that they worked as hard to see their
cloth mothers as to see another real monkey. However, they worked no harder to see
the wire mother than to see nothing at all outside the box. Not only in that experi-
ment, but to a surprising degree in general, a wire mother is not much better than no
mother at all, but a cloth mother comes close to being as good as the real thing.

A number of the female monkeys became mothers themselves, although they
had not had any monkey mothers of their own and no physical contact with agemates
during the first year of their life (Harlow & Harlow, 1965). Compared to normal
monkey mothers, those unmothered mothers were usually brutal to their firstborn
offspring, hitting, kicking, and crushing them. Motherless mothers who were not
brutal were indifferent. The most cheerful result of this experiment was that those
motherless monkeys who went on to become mothers for a second time treated their
second babies normally or even overprotectively.

A series of studies called for infant monkeys to be raised in social isolation (Har-
low & Harlow, 1970). When the isolation was total, the young monkey was exposed to
no other living human or nonhuman animal. All the monkey’s physical needs were met
in automated fashion. A major influencing factor was the length of isolation from birth:
0, 3, 6, or 12 months. All the monkeys raised in isolation were physically healthy, but
when placed in a new environment, they appeared to crouch in terror. Those monkeys
that had been isolated only 3 months recovered from their neurotic fear within a month
or s0. Those monkeys that had been isolated for 6 months never did quite recover. Their
play behavior, even after 6 months, was minimal and isolated. Their social identity, when
it did occur, was directed only toward other monkeys that had been raised in isolation.
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Those monkeys that had been isolated for 12 months showed the most severe retardation
of play and of the development of aggression. Apathetic and terrified, these monkeys
were defenseless against the attacks of the healthy control group monkeys.

Longer term effects of early social isolation were also uncovered. Several years
later, the monkeys that had been isolated for 6 months showed a dramatic change in
their orientation to other monkeys. Whereas earlier they had been attacked by other
monkeys and had not defended themselves, they had by now developed into patho-
logical aggressors, attacking other monkeys large and small, acts virtually never
occurring among normal monkeys of their age. Another long-term effect of early
social isolation could be seen in the inadequacy of the sexual behavior of these mon-
keys. Even females who had been only partially isolated in infancy avoided contact
with breeding males; did not groom themselves; engaged in threats, in aggression, in
clutching themselves and biting themselves; and often failed to support the male when
mounting did occur. Normal females rarely engaged in any of these behaviors. Male
monkeys who had been isolated showed even more serious sexual inadequacy than
did the isolated females. When contrasted with normal males, they groomed less,
threatened more, were more aggressive, initiated little sexual contact, engaged in
unusual sex behavior, and almost never achieved intromission.

EMPIRICAL PRINCIPLES AS
PROBABILISTIC ASSERTIONS

From the results of the investigations we have described (and follow-up studies that
were conducted), have emerged a number of empirically-based generalizations, or
what we term empirical principles. We call them empirical because they are based
on controlled empirical investigations, and we call them principles because we think
of them not as universal laws, but rather as generally accepted scientific truths about
how behavior is likely to manifest itself in the situations specified. Table 1.2 lists
several other empirically based statements at the descriptive, relational, and experimental
levels in three different areas of research. Notice that descriptive and relational
statements are answers to how-questions, either “how things are” (descriptive) or “how
things are in relation to other things” (relational). Experimental statements provide
answers to why-questions, that is, “why things are the way they are.” Each of these
statements is presumed to have a reasonable likelihood of being applicable, valid, or
true in a given set of circumstances. The term we will use for this likelihood, coined
by philosopher Hans Reichenbach (1938), is an “implicit probability value,” where
implicit connotes that the probability value is usually unstated but is understood as
implying that the statement is likely to be applicable, or valid, or true. Thus, we think
of the empirical principles of the behavioral sciences as probabilistic assertions, on
the assumption that, based on empirical evidence or probable reasons, each is
reasonably likely to be applicable in the circumstances specified.

To take these ideas a step further, we borrow another distinction defined by
Carl Hempel, which is called the Hempel model or the Hempel-Oppenheim model
(Hempel & Oppenheim, 1965) or the covering law model. Hempel’s view was that
scientific principles can be cast as deductive arguments that contain at least one prem-
ise that is universally true. The traditional form of an argument affirming that a
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Further examples of descriptive, relational, and experimental statements

Research area

Descriptive

Relational

Experimental

Primate behavior

Behavioral study
of obedience

Speech behavior

Baboon groups vary
in size from 9 to 185
(DeVore & Hall, 1965)

A majority of research
subjects were willing to
administer an allegedly
dangerous level of
electric shock to
another person when
requested to do so by

a person in authority
(Milgram, 1963)

When people are being
interviewed for civil
service positions, the
length of their utterances
tends to be short in
duration, with only a
few lasting as long as

a full minute (Matarazzo,
Wiens, & Saslow, 1965)

Baboon groups found

at higher elevations tend
to have fewer members
(DeVore & Hall, 1965)

Research subjects who are
more willing to administer
electric shocks to other
persons report themselves
as somewhat more tense
during their research
participation than do
subjects who are less
willing to apply shocks

to others (Milgram, 1965)

In interviews with both
normal subjects and
mental patients, it was
found that average speech
duration was longer with
normals and shortest with
the most disturbed patients
(Matarazzo et al., 1965)

Monkeys separated
from their mothers
prefer cloth-covered
mother surrogates to
wire-mesh-type
surrogates

(Harlow, 1959)

Research subjects are
less obedient to orders
to administer electric
shocks to other
persons when they are
in close rather than
remote contact with
these persons
(Milgram, 1965)

In interviews with
applicants for civil
service positions, the
length of the
applicants’ utterances
could be
approximately
doubled simply by
the interviewers’
approximately
doubling the length
of their utterances
(Matarazzo et al.,
1965)

particular conclusion is true if its premises are true can be represented by the follow-
ing syllogism: “All A is B; all B is C; therefore all A is C.” A case in which both
premises (i.e., a and b) are universally true would be (a) only mammals feed their
young with milk from the female mammary glands; (b) whales feed their young from
the female mammary glands; (c) therefore whales must be mammals. Since (a) and
(h) are true, then (c) must be true; and given that (a) and (b) are universally true,
(¢) must be universally true as well. In other words, the conclusion is unequivocal.
‘That form of reasoning has been termed deductive-statistical explanation; the word
statistical, as used here, means that the deduced conclusion has an implicit likelihood
associated with it. In this instance the implicit likelihood of being true is 100%.
Here is another example, but instead of stating the premises and conclusion as
definitive assertions, we will express the premises more tentatively and the final state-
ment in the form of a question: “If it is true that (a) all the coins in William’s piggy
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bank are pennies and also true that (b) William draws a coin from his piggy bank, then
(c) what is the likelihood that the coin is a penny?” The answer, of course, is 100%.
Simply by restating one of the two premises (not both) as a percentage, we can also
raise a question that implies a probabilistic conclusion: “If it is true that (a) 95% of the
coins in Jane’s piggy bank are pennies and also true that (b) Jane draws a coin from
her piggy bank, then (c) what is the likelihood that the coin is a penny?” The answer
is 95% and implies a probabilistic conclusion (i.e., “the coin is probably a penny”). The
name of that kind of syllogistic argument, in which the conclusion is probabilistic, is
inductive-statistical explanation. A hypothetical example in survey research might be
(a) 80% of Maine residents are Republicans; (b) John Smith is a resident of Maine;
(c) John Smith is probably a Republican (cf. Capaldi, 1969; Kourany, 1987). Although
these are simplified examples, you can see how deductive-statistical explanation and
inductive-statistical explanation might be used to justify an assertion that is either
absolutely true (i.e., a “universal truth”) or probably true (a probabilistic assertion).

Inductive-statistical reasoning, in turn, implies two fundamental ideas about
probabilistic assertions: (a) They deal with relative uncertainty, and (b) they are not
absolute, or what is called a universal (Landesman, 1971). Statements about behavior
(such as the how and why-question statements in Table 1.2) are thus qualified and
probabilistic. But even universals may be qualified statements, like Newton’s previ-
ously discussed first law of motion. Another example in physics is the principle
explaining changes that individual atoms undergo from one energy level to another.
Given a very great many atoms, all capable of certain definite changes, physicists can
predict what proportion will undergo each change but cannot predict with certainty
what changes any given atom will undergo. As Einstein said, the changes are like
“throwing dice.” There are several reasons why empirical principles in the behavioral
and social sciences are not able to specify exactly how an individual or a group will
act at a given moment. Human behavior can be affected, for example, by (a) personal
values and the individual’s state of mind, (b) the nature of the situation at that historical
moment, and (c¢) sociocultural conditions (which may not be very predictable). Social
and idiosyncratic factors like these can, in turn, introduce variability and relative
uncertainty (into premises) and are why we think of empirical principles in behavioral
and social research not as universal truths, but as probabilistic assertions.

ORIENTING HABITS OF GOOD
SCIENTIFIC PRACTICE

Social psychologist Judith Hall (1984a) observed that many methods texts are filled
with guidelines for what results in good research, but not what results in a good
researcher. She listed the following nine traits:

1. Enthusiasm. For Hall, enthusiasm meant a passion for the topic of inquiry as well
as the actual activity of research. Another wise researcher, Edward C. Tolman
(1959), once stated, “In the end, the only sure criterion is to have fun” (p. 152).
He did not mean that good research is merely fun and games, but that the activ-
ity of research should be as engrossing as any game requiring skill that fills a
person with enthusiasm. We would add that, like any game requiring skill, good
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research also requires concentration. The good researcher enjoys the opportunity
to concentrate on the research and to approach the written reporting of results
with eagerness.

. Open-mindedness. The good researcher sees the world with a keen, attentive,
inquisitive, and open mind, because sometimes a great discovery is made by sheer
luck (i.e., serendipity). The Harlows began to study the influence of different
pseudomothers only after discovering that their baby monkeys became very much
attached to some soft diapers. Open-mindedness allows us not only to learn from
our mistakes, but to listen carefully to others’ insights and criticisms.

. Common sense. As Hall (1984a) noted, “All the book learning in the world cannot
replace good sense in the planning and conduct of research” (p. v). The good
researcher asks not only whether a plan is technically sound, but also whether it
makes sense to look at a problem that particular way. There is an old axiom of
science called the principle of the drunkard’s search: A drunkard lost his house
key and began searching for it under a street lamp even though he had dropped
the key some distance away. Asked why he wasn’t looking where he had dropped
it, he replied, “There’s more light here!” Much effort is lost or vitiated when the
researcher fails to use good sense and frames a problem in a convenient way
rather than in a way that is likely to lead to the right answers.

. Role-taking ability. The good researcher thinks of herself or himself as the user
of the research, not just as the person who has generated it. As Hall (1984a) noted,
role-taking ability implies asking oneself questions like “Are my demand char-
acteristics obvious?” “Are my questionnaire items ambiguous?” “Is the study so
boring that my research subjects will stop functioning in a normal or intelligent
way?” Role-taking ability also means being able to cast oneself in the role of
critic in order to anticipate and address people who are determined to find fault
with one’s research.

. Inventiveness. The good researcher is not only clever but also practices principled
inventiveness, which means developing sound hypotheses and technical designs
that are also ethically sound. Being inventive also means finding solutions to
problems of financial resources, laboratory space, equipment, and the recruitment
and scheduling of research participants. The good researcher responds to emer-
gencies during the conduct of research, finds new ways to analyze data if called
for, and comes up with honest, convincing interpretations of the results.

. Confidence in one’s own judgment. Tolman (1959) also said that great insights
come when the scientist “has been shaken out of his up-until-then approved sci-
entific rules” (p. 93), and that, given the intrinsic relative uncertainty of behavioral
research, “the best that any individual scientist, especially any psychologist, can
do seems to be to follow his own gleam and his own bent, however inadequate
they may be” (p. 152). As another author said, “You have to believe that by the
simple application of your own mind to the facts of experience, you can discover
the truth—a little part of it anyway” (Regis, 1987, p. 209).

. Consistency and care about details. The good researcher takes pride in his or her
work, which implies a constructive attitude toward the relentless detail work
involved in doing good research. The good researcher understands and accepts
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that there is no substitute for accuracy and the hours of care needed to keep
complete records, organize and analyze data accurately, state facts precisely, and
proofread carefully.

8. Ability to communicate. Somebody (a procrastinator, no doubt) once described
writing as an “unnatural act,” but it is a skill that is basic to the practice of good
research. It has been stated, “The literature of science, a permanent record of the
communication between scientists, is also the history of science: a record of truth,
of observations and opinions, of hypotheses that have been ignored or have been
found wanting or have withstood the test of further observation and experiment”
(Barrass, 1978, p. 25). Thus, the good researcher understands that “scientists must
write, therefore, so that their discoveries may be known to others” (p. 25). Science
is not an appropriate career for someone who finds it hard to sit down and write,
or for someone who is undisciplined.

9. Honesty. Finally, the good researcher respects integrity and honest scholarship
and abhors dishonesty and sloppiness. However, there is evidence that fraud in
science is not uncommon and exists in many parts of the scientific community
(e.g., rigged experiments, the presentation of faked results). Fraud is devastating
to science because it undermines the basic respect for the literature on which the
advancement of science depends (Koshland, 1988). The good researcher under-
stands that safeguarding against dishonesty is the responsibility of each and
every scientist, and it is a duty that must be taken very seriously (e.g., American
Association for the Advancement of Science, 1988; American Psychological
Association, 1973, 1982, 1998; Bridgstock, 1982; Sales & Folkman, 2000).

We will have more to say about ethical responsibility in chapter 3. Virtually all
aspects of the research process are subject to ethical guidelines, and as a consequence,
researchers are sometimes caught between conflicting scientific and societal demands.
The Greek poet Archilochus once wrote, “The fox knows many things, but the hedge-
hog knows one big thing” (Berlin, 1953). Throughout the formative years of behav-
ioral research, successful researchers were like “hedgehogs,” with a single, central
vision of science as an “endless frontier” unencumbered by tough moral dilemmas
(Holton, 1978). The situation now faced by researchers is far more complex because
of the constantly evolving ethical rules to which all researchers are held. The develop-
ment of behavioral research took root in the imagination and hard work of scientific
hedgehogs, but the future belongs to the “foxes,” that is, researchers who know and
can deal with many things. The good researcher must be able to work effectively on
ethical, substantive, and methodological levels simultaneously (Rosnow, 1997).



CHAPTER
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CONTEXTS OF
DISCOVERY
AND
JUSTIFICATION

INSPIRATION AND EXPLANATION

The title of this chapter borrows from a traditional distinction made by the 20th-century
German philosopher Hans Reichenbach (1938). Reichenbach used the term discovery
to refer to the origin of ideas or the genesis of theories and hypotheses. As we will
show, the circumstances conducive to stimulating new insights are as “nonspecific” as
the energy used to excite a neuron. That is to say, a nerve impulse will occur whether
your finger is hit with a hammer, slammed in a car door, or bitten by a dog. As long
as the excitation is there, the result will be the same: ignition. In the same way, there
is no single source of exciting ideas and hypotheses for research. Instead, many different
circumstances can light the fuse of creative inspiration. We describe some of those
circumstances in this chapter.

Justification, as the term is used here, refers to the processes by which hypoth-
eses and theories are empirically adjudicated and logical conclusions are reached.
Popper (1959, p. 109) recommended that decision be substituted for justification, on
the grounds that a decision implies an active process in which a tentative conclusion
is submitted to a “jury” for deliberation and a “verdict” on its acceptability. He added,
however, that a jury of scientific peers’ decision that a conclusion is justified does not
mean that the decision cannot be overturned by some future argument. Verdicts tend
to be reached in accordance with specific procedures, which, in turn, are governed by
rules and conventions. Rules and conventions can change, particularly in the face of
technological innovations, empirical observations, revolutionary theoretical insights,
and historical events.

37
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Later chapters focus on other aspects of the context of justification. In this
chapter we review the logic and the limitations of a traditional “dichotomous decision-
making paradigm” known as null hypothesis significance testing (NHST). This discus-
sion is intended to serve as an introduction to our more detailed discussion (later
in this book) of statistical power, effect size indicators, and the relationship between
these concepts and the p value. In recent years there has been a spirited discussion
in psychology of the limitations of NHST and how our science can be improved by
adopting an alternative strategy (e.g., Bakan, 1967; Cohen, 1990, 1994; Danziger,
1985; Hagan, 1997; Harlow, Mulaik, & Steiger, 1997; Kirk, 1996; Loftus, 1996;
Meehl, 1978; Morrison & Henkel, 1970; Nelson, Rosenthal, & Rosnow, 1986; Oakes,
1986; Pollard & Richardson, 1987; Rosenthal, 1968; Rosenthal & Rubin, 1985; Ros-
now & Rosenthal, 1989; Rozeboom, 1960; Schmidt, 1996; Thompson, 1993, 1996;
Zuckerman, Hodgins, Zuckerman, & Rosenthal, 1993). A task force sponsored by the
American Psychological Association (Wilkinson & Task Force on Statistical Infer-
ence, 1999) proposed, among other things, that (a) the relationship between the inde-
pendent and dependent variables (i.e., the effect size) becomes the primary coin of the
realm when researchers speak of “the results of a study,” and (b) there be an indica-
tion of the accuracy or reliability of the estimated effect size (e.g., a confidence
interval placed around the effect size estimate).

THEORIES AND HYPOTHESES

Before proceeding, we want to distinguish between theories and hypotheses, and also
to note that these terms are frequently used interchangeably. Hypotheses are some-
times referred to as theoretical statements or theoretical propositions, and theories are
frequently described as conjectural (i.e., hypothetical formulations). Generally speak-
ing, theories can be understood as aggregates of hypotheses (and other things, of
course, like assumptions and facts). Popper (1959) called theories in the sciences “nets
cast to catch what we call ‘the world’: to rationalize, to explain, and to master it”
(p. 59). In psychology, another writer called theories “blueprints” designed to provide
investigators with an overall conceptual plan (Overton, 1998). A further distinction is
made between theories that are far-reaching (macrolevel theories) and those (micro-
level) that focus on a specific phenomenon or activity (Kaplan, 1964). But whatever
their particular level of abstraction or reach, theories are essentially explanatory shells
for relationships, whereas hypotheses are conjectural instances that are typically
derived from the theoretical assumptions of knowledge representations.

Broadly speaking, thinking inductively is thinking “theoretically.” One of us
lives near a dog park. The remarkable thing about the park is that dogs of all shapes,
sizes, and kinds amiably interact. If any one of them should suddenly spot a squir-
rel or a cat that happens to wander in, virtually all the dogs seem to go berserk.
They bark and chase the interloper until it climbs a tree or finds a hiding place. The
dogs behave as if they recognize one another as a pack of “dogs” (even the tiniest
ones that are no bigger than squirrels or cats) and have an inductive idea of what
constitutes a “dog” and how dogs differ from squirrels and cats. Are dogs capable
of theorizing in a way that might be analogous to humans’ abstract concepts of
classes of things, such as those entities we call “houses” (ranch, Cape Cod, bungalow,
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townhouse, and so on)? Feyerabend (the “anything-goes” theorist) believed that all
human observations are theory-laden to some degree, inasmuch as human percep-
tions are colored by linguistic and cultural experiences. Dogs don’t have a universal
language or a culture (we presume), but is it plausible to think their observations
are “theory-laden”? It is hard to imagine a world without theory-laden observations.
Without the benefit of abstract concepts, how would we ever generalize beyond our
immediate experience?

By tradition in science, theories and hypotheses are also presumed to be “test-
able.” Testability in contemporary science means not that researchers simply try to
“confirm” theories and hypotheses, but rather, according to Popper, that theories and
hypotheses are stated in a way that should allow disconfirmation (falsification). We
return to this idea shortly, but it further implies that theories and hypotheses give
direction to researchers’ observations. Popper illustrated this process by telling his
students to “take pencil and paper; carefully observe, and write down what you have
observed.” They, in turn, invariably asked what it was he wanted them to observe, as
observation needs a chosen object, a definite task, an interest, a point of view, and a
problem (Popper, 1934, 1962). Popper answered, that the role of theories and hypoth-
eses is to chart a direction for our observations and measurements. Of course, a
theory cannot be sustained from top to bottom by those observations and measure-
ments or (we might add) be decisively falsified by the results of a single experiment
(though exceptions have been claimed in natural science).

SOURCES OF INSPIRATION AND INSIGHT

Discovery implies a bold new insight, or a creative inspiration, or a dramatic finding
or application, like those of the legendary explorers Columbus, Balboa, and Magellan,
or brilliant scientists like Newton and Einstein, or inventive geniuses like Edison and
Bell. In the case of scientists, it is hard to imagine how momentous accomplishments
can be achieved without singular brilliance. However, philosopher Peter Caws argued
that scientific discovery is inevitable, not just due to one particular genius’s inspira-
tion. Caws (1969) recalled in Proustian detail the exact setting in which, as a school-
boy, he suddenly grasped the principle of linear simultaneous equations. He “saw, in
a flash of intuition, why two equations were needed for two unknowns, and how the
substitution from one equation in the other proceeded” (p. 1375). Many years later,
he came to understand that the “Eureka feeling” he had experienced (as if he had
invented simultaneous equations himself) was “a very poor index of success in the
enterprise at hand” (p. 1375). The development of science, he argued, is “a stepwise
process” that “starts from a large set of premises already demonstrated to be true”
and that inevitably leads to a particular insight (pp. 1377, 1380). Presumably, that is
also what Newton meant when he remarked about “standing on the shoulders of
giants.” According to Caws’s argument, had Newton never lived, a similar theoretical
insight would have emerged quite naturally once all the relevant evidence was in,
because “scientific discovery is no less logical than deduction” (p. 1375).

In fact, there are many mundane examples of researchers coming up with
hypotheses and research questions simply from knowing the relevant evidence or
being familiar with a particular phenomenon. As Klahr and Simon (2001) noted,
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quite often “the discovery of a phenomenon led to a hypothesis, rather than a
hypothesis leading to an experimental phenomenon” (p. 77). Simply observing
something surprising is frequently enough to get a scientist “to ascertain the scope
and import of the surprising phenomenon and its mechanisms” (p. 77). Although it
is also true that many research questions are handed to investigators—for example,
by advisers or by funding institutes and companies that seek information regarding
matters of particular concern to them—more often than not researchers get ideas
from reading narrowly within the explosion of millions of scientific abstracts that
are published annually (Adair & Vohra, 2003) and by attending paper presentations
and poster sessions. They read or listen with an open mind that is seeking exciting
opportunities for research. William McGuire (1973, 1997), whose work we men-
tioned in the previous chapter, has listed a multitude of situations and creative
heuristics for generating promising research ideas and hypotheses, and we have
selected a few of them to illustrate.

Modifying a Classic Relationship

One useful strategy used to stimulate the imagination is to reverse a common relationship
and to think abBout how to account for the reversal in a plausible way. As an illustration,
Daryl Bem (1965, 1972) reversed the classic principle stating that attitudes shape behavior.
Bem raised the possibility that behavior might also shape attitudes. A plausible example
is a politician who takes a stand on an issue for the sake of expediency but, after
defending it repeatedly, starts to think, “I really believe this stuff.” Reflecting on your
behavior may encourage you to shift your attitude, because you infer that your attitude
resembles your behavior, Bem argued. Another example of the reversal strategy was
described in detail by the sociologist Robert K. Merton (1968), who coined the term
self-fulfilling prophecy to refer to his own variation on another classic principle called
the suicidal prophecy by the logician John Venn. Venn’s idea was that people’s negative
beliefs about certain outcomes can sometimes inhibit the occurrence of those outcomes,
and Merton’s twist on that theme was that beliefs can sometimes facilitate the occurrence
of predicted events.

Using a Case Study for Inspiration

Another strategy that is used by behavioral and social scientists to come up with research-
able ideas is to exploit a qualitative case study as a point of reference. The term case
study refers to an in-depth analysis of an individual (as in a clinical case study) or a
group of people with shared characteristics. There are numerous examples of case studies
in clinical and educational psychology, as well as in other applied fields (Allport, 1937;
Davison & Lazarus, 1995; Lazarus & Davison, 1971; McGuire, 1973, 1976; Merriam,
1988; Ragin & Becker, 1992). Davison (2000) mentioned how psychoanalytic case
studies stressing developmental factors were exploited by psychoanalytically oriented
authors to cast doubt on behaviorally oriented theories, whereas behaviorally oriented
authors used their own case studies and reinforcement explanations to cast doubt on
psychoanalytic interpretations. In one famous case study, psychologist Leo Kanner was
engaged in clinical casework with disturbed children when he happened to notice certain
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striking similarities. To describe those similarities, Kanner (1943) proposed a new
syndrome that he called “early infantile autism.” Characterized by “impaired develop-
ment in social interaction and communication and a markedly restricted repertoire of
activity and interests,” it is also referred to psychiatrically as Kanner’s autism (American
Psychiatric Association, 1994, p. 66).

Making Sense of a Paradoxical Situation

A situation that seems to cry out for new ideas can inspire clever researchers suddenly
confronted with a paradoxical set of circumstances. An example in the field of social
psychology involved Bibb Latané and John M. Darley (1970), who were confronted with
a puzzling situation involving a lurid murder in the Queens section of New York City.
A nurse named Kitty Genovese was coming home from work at 3 A.M. when she was
set upon by a man who stabbed her repeatedly. More than three dozen of her neighbors
came to their windows to see what was happening, but not one of them went to her aid
or phoned for help when they heard her cries of terror (though it took the stalker over a
half hour to murder her). Latané and Darley were struck by the paradox that, even though
there were so many opportunities to assist Kitty Genovese, no one bothered to phone the
police. The psychologists wondered whether the large number of onlookers might be the
key to explaining the failures of intervention. The reason why so many people failed to
intervene, Latané and Darley theorized, was that each onlooker believed that someone
else would phone for help, and the result was a “diffusion of responsibility.”

Metaphorical Thinking

Still another strategy is to use a metaphor or an analogy as a way to describe some-
thing (Holyoak & Thagard, 1995; Kolodner, 1993). McGuire (1964) employed a bio-
logical immunization analogy to come up with a strategy for “inoculating” people
against the harmful effects of propaganda. He started with the idea that cultural tru-
isms (e.g., the saying that eating healthy makes you live longer, or the maxim that
brushing your teeth after you eat prevents tooth decay) exist in something analogous
to a “germ-free” environment, inasmuch as truisms are hardly ever subject to attack.
Therefore, he reasoned, they should be vulnerable to reversals when people who
believe them are unexpectedly inundated by a massive amount of counterpropaganda.
The situation reminded him of the person brought up in a germ-free environment who
appears to be vigorously healthy but is highly vulnerable to a massive viral attack if
he or she has not been vaccinated. From that analogy, McGuire logically developed
specific hypotheses regarding ways to “vaccinate” people with weakened doses of
counterpropaganda to help them build their defense against future massive attacks of
the same counterpropaganda, without giving them the “disease.”

In situations like these, the creative scientist is using a metaphor not as an
aesthetic tool, as it is used by poets, but as an explanatory tool for conceptual com-
prehension and insight (Pepper, 1973). Another example is Stanley Milgram’s (1970)
use of a systems analogy to explain how people living in overcrowded urban areas,
such as Manbhattan, cope with sensory overload. Systems are designed to deal with
overload, for instance, by disregarding unimportant input; Milgram’s example was
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residing in a city that is so teeming with people that a person feels overloaded and
ignores a sick drunk on the street. Another way that systems deal with overload is to
allot less time to each stimulus; Milgram used the example of people who are con-
sumed with making upward strides in their careers and end up spending less and less
time with family members. Sharing the overload with an alternative system is also a
coping mechanism; the human analogy is shifting change making from the harried
bus driver to the passengers by requiring them to have exact bus fare. Systems can
also block off certain stimuli before they can gain entry, as in using an answering
machine to screen calls, or having an unlisted telephone number, or, when out for a
walk, projecting an unfriendly appearance (uncivil behavior) in order to prevent
any new contacts. Milgram postulated that one result of sensory overload is what
earlier researchers called “deindividuation” (Festinger, Pepitone, & Newcomb, 1952),
meaning that overloaded people feel they are no longer respected as individuals.

SERENDIPITY IN BEHAVIORAL RESEARCH

The examples we have described barely tap the wide range and variety of circum-
stances in which promising ideas are stimulated in science (McGuire, 1973, 1976).
What all these cases seemed to have in common is the important element of keeping
one’s eyes and ears open to the world, because one never knows when a chance
encountet will excite the creative mind. The term for lucky findings is serendipity,
which was inspired by a 16th-century tale told of three princes of Serendip (now
called Sri Lanka) who, through sagacity and luck, had fortuitous insights. The term
serendipity was coined by Horace Walpole, an 18th-century English novelist. In cur-
rent usage, serendipity usually implies a combination of accident and sagacity (Dean,
1977; Evans, 1993; Roberts, 1989).

For example, James Watson (1993), who was a codiscoverer of the DNA double
helix, observed, “To have success in science, you need some luck” (p. 1812); he went
on to illustrate that, had it not been for serendipity, he might never have gotten inter-
ested in genetics in the first place:

I was 17, almost 3 years into college, and after a summer in the North Woods, I came back
to the University of Chicago and spotted the tiny book What Is Life by the theoretical
physicist Erwin Schrodinger. In that little gem, Schrodinger said the essence of life was the
gene. Up until then, I was interested in birds. But then I thought, well, if the gene is the
essence of life, I want to know more about it. And that was fateful because, otherwise, I
would have spent my life studying birds and no one would have heard of me. (p. 1812)

In fact, as Watson (1969) recounted in his lively autobiographical description of the
adventure of discovering the structure of the DNA molecule, his encounters with
serendipity were not limited to that single incident.

The history of science is replete with examples of lucky encounters and great
insights that were unanticipated (e.g., Dean, 1977; Roberts, 1989). A case in the area
of behavioral psychology was recalled by Murray Sidman (1960), who described the
behind-the-scenes details of a program of experiments by Joseph V. Brady in what
came to be known as the ulcer project. Brady, who was then working at Walter Reed
Army Hospital in Bethesda, Maryland, was conducting a series of experiments on
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monkeys, using long-term conditioning, electric shocks, food reinforcements, and brain
stimulation. There was an unusually high mortality rate among the monkeys, which
Brady might have continued to treat simply as an unavoidable problem were it not for
a remark made to him. A pathologist, R. W. Porter, who had heard about the large
number of deaths, asked Brady for permission to do postmortems on the next five
monkeys that died. During the following few months, Porter would occasionally appear
in Brady’s office holding a piece of freshly excised monkey gut. Somewhere in the
tissue would invariably be a clear hole, which (Porter explained to Brady) was a per-
forated ulcer. One day, Porter remarked that, of several hundred monkeys he had
examined before coming to Walter Reed, not one had shown any sign of an ulcer.

Hearing Porter’s remark changed the course of Brady’s thinking and research. He
thought to himself: Could ulcers have something to do with the “executive” role the
monkeys had been forced to play in the stress situation? He designed a new series of
experiments in which monkeys were subjected to training in the avoidance of electric
shock and were paired with other monkeys who received the same shocks but without
the opportunity to avoid them. When the monkeys were examined, those forced to make
“executive” types of decisions in the stress situation showed stomach ulcers, but the
“subordinate” monkeys exhibited no unusual pathology (Brady, 1958; Brady, Porter,
Conrad, & Mason, 1958). Porter’s remark had inspired Brady to design a program of
research to pinpoint the role enactments leading to stomach ulcers. Interestingly, later
work revealed that rats that lacked “executive” control over stressful events suffered
weight lost and ulcers from not being made the “executive” animal (Weiss, 1968).

This example shows not only that serendipity can sometimes start a researcher
on a new path, but also that when a profound observation leads to further investiga-
tion, new observations may lead to dramatic new insights. “What marks the profound
observer from the casual one is the ability to see a pattern or implication that has
gone unnoticed and, having exposed it, to find it in other social settings,” Fine and
Deegan (1996, p. 439) wrote.

MOLDING IDEAS INTO WORKING
HYPOTHESES

Once the scientist has an idea for an investigation, the next step is to weigh its cred-
ibility and value and, assuming it passes muster, to mold the idea into a working
hypothesis. Questions that researchers ask themselves at this juncture generally pertain
to (a) the novelty, utility, and consistency of the idea; (b) its testability and refutabil-
ity; and (c) the clarity and conciseness of the statement of the idea in the form of a
testable (and empirically refutable) working hypothesis.

Novelty, Utility, and Consistency

One question is whether others are likely to perceive the idea as novel (not merely
as 4 minor variation on an older idea). Research findings from an idea regarded as
merely a trivial departure or a minor contribution would be difficult to publish in a
journal that other scientists were likely to read. Each month, there is a flood of journal
articles in psychology and related fields. Publishing a paper that few people are apt
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to notice may add a line or two to one’s résumé but is unlikely to have any significant
impact on the field. According to popular wisdom, the bimodal citation rate for journal
articles is 0 and 1, which, if correct, implies that the vast majority of articles sink
without a ripple. Since it generally seems to take the same effort and preparation to
conduct research on a novel hypothesis and on an old hypothesis, why bother with
the latter? One good answer is that, in a systematic program of research, it is often
valuable to perform experiments that are relatively exact replications or that contain
only minor variations on previous studies. It is by means of those and of less exact
attempted replications that researchers clarify and expand the meaning and generaliz-
ability of reported relationships (McGuire, 1986; Sidman, 1960).

By utility and consistency, we mean that researchers think about whether the
idea seems useful in regard to some valued end (McGuire, 1986) and whether it seems
consistent with what is generally known in their field. The question of utility does
not have to pertain to a practical application, however, although many accomplished
scientists certainly get their fulfillment from engaging in research with “purely utilitar-
ian purposes” (Einstein, 1934, p. 1). However, utility might refer just as well to a
theoretical incentive as to a practical end. Indeed, as Kurt Lewin, the father of mod-
ern experimental social psychology, asked: What is more useful than a good theory?
Consistency with scientific truth implies that ideas that correspond closely with all
the available evidence are likely to have a higher payoff potential. Caws (1969) sug-
gested that there is then a “powerful Gestalt phenomenon,” in which the researcher
gets closure “by the addition of a premise which is the obviously missing one, the
only one which fits in with the rest of the pattern” (p. 1377). That closure, he argued,
is precisely what occurred in the case of evolutionary theory: “All the premises for
the hypothesis of the origin of species through natural selection were present both for
Darwin and for Wallace, and, once they had them all (including the indispensable
contribution from Malthus), they both got the point at once” (p. 1377).

To ensure that ideas are novel, useful, and consistent, scientists review the lit-
erature and solicit the opinions of respected colleagues with common interests and
sound critical judgment. However, as Medawar (1969) cautioned, there is no foolproof
way of guaranteeing that one will not spend weary and scientifically profitless years
pursuing some pet idea that, although it may have seemed plausible and exciting at
the time, later proves groundless. Another potential risk is that accepted wisdom is
not infallible. A famous case involved a young physicist, Michael Polanyi (1963),
who in 1914 had recently published a formulation of the adsorption (adhesion) of
gases on solids and, within a few years, had gotten what he believed was convincing
empirical evidence to support his theory. Albert Einstein happened to be present for
a conference at which Polanyi was a featured speaker, and Einstein soundly criticized
Polanyi’s “total disregard” of what was then “known” about the structure of matter.
As it turned out, Polanyi’s insight was in fact correct, and he was later awarded the
Nobel Prize for his work. The lesson? Resist being blinded by what passes for
“accepted wisdom” if your empirical data truly suggest an alternative. Science is
certainly not lacking in cases in which leading scientists were unreceptive to bold
new insights that, while they eventually proved correct, were ignored at the time
because they seemed counter to popular understanding (Barber, 1961; Beveridge,
1957; Hurvich, 1969; Mahoney, 1976).
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Testability and Refutability

Once one has decided an idea is worth pursuing, traditionally the next question is
whether it is “testable” and can be stated in a hypothesis that can be empirically
refuted. The reason why scientific hypotheses must be falsifiable is that, in a complex
world, it is possible for someone with a fertile imagination to find “support” (e.g., in
the form of “examples” and testimonials) to prop up any claim, even the most absurd
fads, fallacies, cults, and ridiculous panaceas (M. Gardner, 1957). Suppose we said
humans are direct descendants of extraterrestrials who, thousands of years ago, arrived
in flying saucers to colonize Earth. Though that argument is not refutable by any
conceivable observation, it would not be impossible for an active intellect to “find”
or manufacture support for a prior existence on this planet of intelligent creatures
from outer space. For this reason, astrology has been called the “prophecy that never
fails.” Those people who believe in it interpret all astrological prophecies only in ways
that support their biases and gratify their superstitions (Bunge, 1982; Shermer, 1997;
Weimann, 1982). Popper’s idea was that it is not verifiability, but falsifiability, that is
the essential difference between science and nonscience (or pseudoscience).

Although in physics, and perhaps some other areas, it might be possible to subject
certain falsifiable consequences of theoretical conjectures to crucial experimental tests
(and it is certainly true that Popper’s idea of falsifiability is accepted by most scientists
as essential), philosophers of science have often expressed skepticism about the idea of
crucial experimental tests of theories or hypotheses. In a later chapter we describe Isaac
Newton’s famous Experimentum Crucis to prove that white light is a heterogeneous
mixture. However, the idea of the “crucial instance” originated in English philosopher
Francis Bacon’s Novum Organum (instantia crucis, Bacon called it), originally published
in 1620 (Bacon, 1994, f) 210). Modern philosophers have noted that the testing of theo-
retical conjectures or hypotheses in science often seems to take the form of looking for
authentication. Some argue that it would be counter to human nature to expect scientists
who have invested substantial intellectual and financial resources in their research to try
to “prove that they are wrong.” (It is not uncommon, of course, for scientists to attempt
to show that some rival theory or hypothesis is wrong.) It is true that even when scientists
find that their hypotheses or theories failed to stand up in some isolated test, they are
usually loathe to concede the possibility that pet theoretical ideas could be wrong. Rather
than abandon a favorite theory or hypothesis when faced with “crucial” unfriendly
cevidence, they think about what might have gone wrong in the testing process, or they
think about how to adjust the theory or hypothesis so that it implies a higher order
interaction, or they argue that the particular prediction did not accurately represent their
theory, or that the results were analyzed incorrectly, or that some vital contextual bound-
aries were unexplored or left unspecified (McGuire, 1986).

Clarity and Conciseness

l.ct us assume the ideas the scientist has can be expressed in the form of falsifiable
hypotheses. It is important that the terms used are clearly understood; that is, they
must be properly defined. Traditionally, scientific terms in behavioral research are
defined empirically and theoretically. The technical name for an empirically based
definition is operational definition; an example is the definition of “need for social
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approval” by scores earned on the Marlowe-Crowne Social Desirability scale (chapter 1).
In contrast to such operational definitions, theoretical definitions do not attempt to
force our thinking into a rigidly empirical mold (Cronbach & Meehl, 1955; Cronbach &
Quirk, 1971). In practice, the distinction between these two kinds of definitions is
often blurred, however, and indeed, some philosophers and behavioral researchers
have recommended abolishing the distinction as merely an outmoded remnant of
positivism (e.g., Campbell & Fiske, 1959; Feyerabend, 1988).

The term operational definition was first proposed by the physicist Percy W.
Bridgman (1927), who contended that in science the “concept [the term requiring
definition] is synonymous with the corresponding set of operations” (p. 5). Another
name for this thesis is operationalism, that is, the idea that scientific concepts can be
defined on empirical grounds by certain specifiable observational procedures. Subse-
quently, Bridgman (1945) modified his view, once he realized that it is not always
possible (or even necessary) to define every theoretical concept in observational terms.
For example, physicists speak meaningfully of the “weight of an object while it is
falling,” although the only instruments for observing its weight would require that its
motion be stopped (Easley, 1971; Easley & Tatsuoka, 1968). Thus, it is said that
operational definitions generally “underdetermine” (i.e., only partly define) perfectly
valid concepts, and therefore it is necessary to measure a given concept by many dif-
ferent pperations—Campbell and Fiske’s (1959) strategy of multiple operationalism.

The difficulty in trying to define a theoretical concept by a single method is
illustrated by the concept of aggression. Many world bodies—from the 1915 Congress
of Vienna, and the Hague and Versailles peace conferences, to the United Nations—
have struggled with the definition of aggression. One French law expert who had been
asked to define aggression concluded, after exhaustive review, that he was like the
person asked to define an elephant: He did not know how to do it, but he knew it
was something big (Shenker, 1971). Rosenzweig (1977) mentioned that the United
Nations held more than 25 years of off-and-on discussions by various committees
before anything like an adequate definition of aggression was accepted. Like any other
aspect of behavior, aggression does not occur in a social vacuum but takes its mean-
ing from the total context in which it occurs, and simply varying the perspective
context can alter perceptions of the “aggressiveness” of behavior (e.g, Crabb &
Rosnow, 1988). Indeed, the very same behavior may be called aggressive or defensive
depending on which side of the fence one is viewing it from. Nonetheless, there have
been valiant attempts to develop unambiguous definitions of aggression.

For example, one researcher (Rosenzweig, 1977, 1981) defined aggression in
theoretical terms as “generic assertiveness which includes both constructive and
destructive behaviors” of various kinds, and he operationalized it by using scores on
a “picture-frustration test” he had developed. Table 2.1 lists additional definitions of
aggression, which, like Rosenzweig’s, also imply motive or intent as a necessary
defining feature (“intended to inflict pain,” “goal of harming or injuring,” “drives
toward change”). But how shall we objectively measure motive or intent empirically?
We cannot intrude into people’s “intentions” to perceive them directly. We might ask
them to confess their motives and feelings, but there is never a guarantee they will
be forthcoming, or that they will not fabricate an answer to trick or try to impress us.
Some people define aggression in quite general terms, for example, “the delivery of
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TABLE 2.1
Some definitions of aggression

“A response intended to inflict pain or discomfort” (Averill, 1982, p. 30)

“Any form of behavior directed toward the goal of harming or injuring another living being who is
motivated to avoid such treatment” (R. A. Baron, 1977, p. 7)

“Drives toward change, even against the will of others” (Galtung, 1972, p. 85)

“The fighting instinct in beast and man which is directed against members of the same species” (Lorenz,
1971, p. ix)

“The use or threat of force, in territory not clearly one’s own, without clear evidence that a majority of
the emotionally involved people in that territory want such intervention” (R. K. White, 1984, p. 14)

“Any and every activity of an animal that is directed toward another animal and that inflicts partial or
complete destruction upon that animal or that is associated with a high probability of so doing”
(Zillman, 1979, p. 16)

some measurable injury to another organism” (Baenninger, 1980)—but, it could be
argued, this definition would include surgeons and dentists and leave out aggressive
threat displays of the kind that some comparative psychologists study (e.g., threat
displays in Siamese fighting fish). Another definition states that aggression is an
“actual or threatened delivery of either physical or psychological intent to injure”
(Baenninger, 1988). By that definition, an aggressor need not actually do anything
physically, and the victim need not show any actual effect of the interaction (or even
be aware of the implied aggression).

Another alternative to trying to condense the definition of a psychological con-
cept into a single sentence (or into a single measuring operation) is to formulate a
typology (i.e., a systematic classification of types). Table 2.2 illustrates this alternative
approach by showing one researcher’s typology of various kinds of aggression, which

TABLE 2.2

A typology of aggression showing all possible classes of aggressive behaviors
in humans

Physical aggression Verbal aggression
Direct
Active aggression Punching someone Insulting someone
aggression Indirect Playing a practical joke on Maliciously gossiping about
aggression someone someone
Direct
Passive aggression Blocking someone’s passage Refusing to talk to someone
aggression Indirect Refusing to do some Refusing to give one’s consent
aggression necessary task

Note: Adapted from “Aggression Pays,” by A. H. Buss. In J. L. Singer (Ed.), 1971, The Control of Aggression and
Violence, New York: Academic Press. Adapted by permission of the author and Academic Press.
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avoids the problem associated with boiling a quite complex concept down to a single
measuring operation (Buss, 1971). That researcher’s typology was developed intui-
tively, but it is possible to use a logical technique known as facet analysis to formulate
a classification system based on assumed structural patterns; the facets are thought of
as dimensions of the construct of interest (Foa, 1963, 1965, 1968, 1971). Another
approach is to use descriptive quantitative procedures, such as factor analysis or a
multidimensional scaling procedure, to identify the dimensions of interest and then
the locations of classes of variables along the dimensions. Thus, the idea behind
formulating a typology is to try to step beyond the assumption that it is possible to
identify a concept with just a single measuring operation.

Assuming the researcher has properly defined everything, the last question is
whether the precise statement of the hypothesis “sticks together” logically (called
coherence) and whether it is as simple as necessary (called parsimony). To that end,
scientists are said to use an intellectual ruminative and winnowing process called
Occam’s razor to “cut away” what is superfluous. The use of this sculpting process
takes its name from William of Ockham, a 14th-century English scholastic philoso-
pher and Franciscan, who was known to his fellow friars as doctor invincibilis.
Occam’s razor requires us to “cut away” what is unnecessary or unwieldy, because
what can be explained on fewer principles or with fewer entities is explained need-
lessly by more. Occam’s razor may not apply to nature, however, because nature can
be quite complicated (Battig, 1962; Kazdin & Kagan, 1994; Luchins & Luchins,1965).
It is simply the principle that we ought to state our hypotheses as succinctly as we
can, but not to go too far, or to cut off too much—or, as is sometimes said, not to
cut off “chins” but only “beards.”

POSITIVISM, FALSIFICATIONISM,
AND CONVENTIONALISM

Before moving on, we will pick up a thread from this and the previous chapter, in
which we alluded to the distinction between positivism and falsificationism. We will
briefly describe the development of these two positions, still another position called
conventionalism, and summarize what seems to be the currently accepted, hybrid
position of most working scientists.

Positivism

The term positivism (or positivisme) was coined by the French philosopher and sociologist
Auguste Comte in the 19th century. He envisioned that sociology (another term he coined)
could, by embracing the “positive observational” approach that had served chemistry and
physics so well, develop into a natural science, which he called “social physics” (Andreski,
1974, p. 27). Those who rejected this visionary methodology he dismissed with the
derogatory label of negativiste (i.e., the opposite of a positivist). Over time, Comte
became so enthralled and hypnotized by his own ideas that he began to apply them to
virtually everything, calling one of his books Positivist Catechism and suggesting that
positivism was like a new religion; he formulated detailed prescriptions for daily worship
that included a substitute for the sign of the cross (Andreski, 1974, p. 9).
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Logical positivism, simply called positivism by many writers, evolved in the
1920s and reigned supreme in philosophy for another two decades. In Austria, where
the logical positivist movement first took hold, it was inspired both by seminal work
in philosophy (W. M. Simon, 1972) and by observational scientific work. Led by
Moritz Schlick, an eminent professor of philosophy at the University of Vienna, a group
of celebrated intellectuals in philosophy, economics, mathematics, and social science
(such as Rudolf Carnap, Gustav Bergmann, and Kurt Godel) met for seminar dis-
cussions, calling themselves the Vienna Circle. The idea was proposed that, just as
there was a sound verifiable basis of knowledge in natural science, there could be a
similar objective foundation for philosophical propositions. Not all propositions, of
course, are predicated on empirically based assumptions (e.g., ethical and metaphysical
assertions), but the idea was that statements authenticated by sensory experience are
more likely to be true. Logical positivism was said to provide a foundation for knowl-
edge similar in spirit to Cartesian skepticism (cogito ergo sum: “I think, therefore I
am”—the philosophical principle of René Descartes), although with the stipulation that
it is our ability to experience the material world (not just our ability to ruminate on
sense experiences) that might serve as a positive basis of knowledge that “cannot be
doubted.” Among the guests from abroad who visited the Vienna Circle were the
American philosopher W. V. Quine and the British philosopher A. J. Ayer. In 1936,
Ayer expounded on logical positivism in a book, Language, Truth and Logic, that made
him into an instant celebrity in academic circles (Edmonds & Eidinow, 2001). Until it
was overturned by a series of developments, the positivist position ruled the academic
roost in European and British philosophy in the mid-20th century.

However, one crack in the positivist foundation had been anticipated by the
18th-century Scottish philosopher David Hume, who wrestled with induction well
before the idea of positfvism was even a gleam in Comte’s eye. In what was similar
to what we called probabilistic assertions in chapter 1, Hume argued that “all knowl-
cdge resolves itself in probability” (Hume, 1978, p. 181), and thus it is impossible to
prove beyond doubt that a generalization is incontrovertibly true. The possibility
always remains that an exception is lurking in the shadows somewhere. Furthermore,
it is human nature to explain away exceptions. A classic illustration is the generaliza-
tion that “all swans are white”: If I say, “Look, there’s a black swan,” you might say,
“Yes, I see it is black, but I wouldn’t call it a swan.” Popper recognized the slippery
slope of this dilemma, but he perceived a way of phrasing conjectures that seemed
to avoid the problem. In chapter 1 we mentioned Popper’s derogatory appellation of
positivism as the “bucket theory of the mind” because it assumed that knowledge
proceeds from observation to generalizable knowledge. His “searchlight” metaphor
implied that risky conjectural propositions (i.e., those that are falsifiable) can be adju-
dicated by critical observations and debate. For some time, in fact, it was true that
doubt and skepticism had been growing even among members of the Vienna Circle,
and Popper’s insights reinforced those misgivings. The final demoralizing blow
occurred in June 1936, when Schlick, while on his way to deliver a lecture at the
University of Vienna, was shot to death by a crazed student. This was during a period
ol increasingly pro-Nazi sentiment in Austria, and passions and hatred had been
inflamed against intellectuals, whose views were said to be a threat to the “new world
order.” These events conspired to lead to the demise of the Vienna Circle and also
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signaled the beginning of the end of logical positivism. In an absorbing account of
that period, Edmonds and Eidinow (2001) noted that Ayer, when later asked about the
failings of logical positivism, replied, “Well I suppose that the most important of the
defects was that nearly all of it was false” (p. 157).

Falsificationism

In 1934, Popper had published the German edition of his seminal book, Logik der
Forschung (The Logic of Scientific Discovery). In 1936, he left Austria to accept a per-
manent lectureship at Canterbury University College in Christchurch, New Zealand. After
World War 11, he emigrated to England and spent the remainder of his academic career
at the London School of Economics. As he later described his own thinking, it was quite
early in his career that he began to harbor doubts about the verification principle that
was the foundation of positivism. In 1919-1920, while he was still a student, he was led
to what he later described as certain “inescapable conclusions,” on the basis of which he
formulated his own antipositivist view, falsificationism. As he recollected, he had origi-
nally dismissed his own ideas as “almost trivial” and did not recognize their full scientific
importance or their philosophical significance until a fellow student suggested they be
published. In the 1940s, Popper presented the lecture in which he first invoked the
“bucket theory” metaphor to disparage the positivist strategy of verification.

Like the logical positivists, Popper was not only an empiricist but also a scien-
tific realist (i.e., he believed in universal truths and assumed the existence of an
objective reality quite apart from our perceptions or experience of it). Where he took
issue with them, however, was in their faith in the verifiability principle. Popper’s
favorite examples of the absurdity of the positivist strategy were Marxist theory,
Freudian psychoanalysis, and Alfred Adler’s individual psychology:

A Marxist could not open a newspaper without finding on every page confirming evidence
for his interpretation of history; not only in the news, but also in its presentation—which
revealed the class bias of the paper—and especially of course in what the paper did not
say. The Freudian analysts emphasized that their theories were constantly verified by their
“clinical observations.” As for Adler, I was much impressed by a personal experience.
Once, in 1919, I reported to him a case which to me did not seem particularly Adlerian,
but which he found no difficulty in analyzing in terms of his theory of inferiority feelings,
although he had not even seen the child. Slightly shocked, I asked him how he could be
so sure. “Because of my thousandfold experience,” he replied; whereupon I could not
help saying, “And with this new case, I suppose your experience has become thousand-
and-one-fold.” (Popper, 1963, p. 35)

The falsifiability criterion has for some years been the standard in science to
which other views of the justification of knowledge are compared (W. M. Simon,
1972). In philosophy of science, however, it is only one of a number of views that
have superseded the logical positivist position (Stockman, 1983). To be considered
scientific, according to the “fallibilists” (Popper’s name for people who embraced
falsificationism), the proposition in question (a certain theoretical prediction, for
example) must be stated in such a way that it can, if incorrect, be rejected by some
finite set of observations. That viewpoint does not simply mean, however, that because
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certain predictions fail a test, the theory is automatically wrong. But if one theory
(call it T,) is more falsifiable than another theory (T,), and if T, has survived more
severe empirical testing than T,, it is presumed that T, must be a better theory than
T,. Popper’s quarrel with Marxism, Freudian psychoanalysis, and Adlerian psychology
was that there “seemed to be an incessant stream of confirmations, of observations
which ‘verified’ the theories in question; and this point was constantly emphasized by
their adherents” (Popper, 1963, p. 35).

In theory, that all sounds very reasonable, but in practice, there were several
problems with Popper’s conceptualization. First, unless a theory is restricted to a
single statement, it is hard to imagine how the entire theory might be falsified by even
the most reliable observation. Theories, at least in the behavioral and social sciences,
are usually so amorphous and cryptic that substantial portions may extend beyond the
range of empirical observations, or beyond a single set of observations. The elimina-
tion of part of a theory may be possible, but it would hardly constitute rejection as
required by falsificationism. Second, social and behavioral scientists do not always
agree on what constitutes an adequate test of a theory, or even on how to analyze and
interpret the results in order to falsify the theory. Third, it could be argued that finding
circumstances in which a theory does not hold may be tacit evidence of the circum-
scribed nature of all knowledge. In the previous chapter we mentioned Heisenberg’s
idea that grand theories in physics are “closed off” in ways that cannot be precisely
specified. As humans are neither prescient nor omniscient, it is impossible to foresee
the exact boundaries of any given theory (Heisenberg, 1971). Similarly, it has been
argued that theories in psychology are constrained by boundaries that may forever
wait to be discovered (Rosnow, 1981; Rosnow & Georgoudi, 1986).

*

Conventionalism

If scientific theories do not develop in the way that falsificationism described, then how
do they grow and evolve? Still another view, called conventionalism, plays on the role
of language. This position, known as the Duhem-Quine thesis, originating in the work
of French physicist, philosopher, and historian of science Pierre Duhem (who has fre-
quently been identified with the positivist tradition), was later refined by American
philosopher W. V. Quine (whose name was mentioned earlier in this discussion). One
of its implications is that scientific theories can never be logically refuted by any body
of evidence (Laudan, 1982; Nye, 1985). The reason generally offered is that theories
cevolve ostensibly on the basis of certain linguistic conventions (like “simplicity”), not
merely on the basis of their ability to withstand empirical disconfirmation. Thus, if there
are no such things as completely decisive falsifying tests, the possibility of a crucial
cxperiment (experimentum crucis) must be a myth. What happens when a “refutation”
occurs? According to Duhem (1954), it is usually taken as a signal that the theory needs
tinkering or adjustment, not that it must be discarded. Thus, whereas Popper argued that
new theories replace outmoded theories in a scientific game of empirical jeopardy, the
Duhem-Quine thesis implies that scientific theories are fluid, and that new ideas or
findings may become appendages of older theories. Sometimes, however, the modifica-
tions are so fundamental that it is difficult to recognize the old theory, or impossible to
use the new theory to explain phenomena accounted for by the old theory.
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A prominent example of such a metamorphosis is the evolution of cognitive
dissonance theory (Festinger, 1957). Leon Festinger got his initial inspiration in the
1950s, after reading an article by the noted Indian psychologist Jamuna Prasad
(1950) that described the aftermath of terrible earthquakes in India. Festinger was
puzzled by Prasad’s report that villagers several miles away from one earthquake
had been swamped in rumors of impending disasters. That finding did not seem to
make sense, because the rumors predicting a further calamity were being spread by
those who had not been harmed by the earthquake. Festinger cleverly reasoned that,
having no concrete grounds for their anxiety, the earthquake survivors had uncon-
sciously manufactured a rationale that was consistent in their thinking and reduced
their cognitive dissonance. This drive, dissonance reduction, then became the basis
of one of the most influential theories in social psychology and, in the 1960s,
stimulated an enormous amount of research to test various claims and assumptions
of how dissonance arose, affected cognition and behavior, and could be reduced.
According to Festinger’s theory, the dissonance produced by discrepant cognitions
functions in the same way as a biological drive: If we are hungry, we do something
to reduce our feeling of hunger; if we experience cognitive dissonance, we do
something to reduce our discomfort. Countless studies followed, resulting in a series
of emendations of Festinger’s theory. As a result of all the additions and modifica-
tions,Fcognitive dissonance theory now asserts that being responsible for one’s own
actions is essential for dissonance reduction to occur. But how could the earthquake
survivors have possibly felt responsible for their own survival? The disaster must
have come as a complete surprise to them, and their personal survival was beyond
their own control (although some may have rationalized that it was the responsibil-
ity of a divine will). Ironically, the old theory of cognitive dissonance is no longer
serviceable, and the new theory cannot explain the results that inspired Festinger in
the first place (Greenwald & Ronis, 1978).

An Amalgamation of Ideas

The views of most pragmatic behavioral researchers about the requirements of
scientific theories and hypotheses now seem a mixture of falsificationism, conven-
tionalism, and practicality. As is consistent with Popper’s argument, most would
agree (a) that a theory or hypothesis, to be considered scientific, must be stated in
a form so that, if it is false, aspects can be disconfirmed by a finite set of observa-
tions (called “finite testability” by H. A. Simon, 1983, p. 355), and (b) that a
scientific theory or hypothesis can only be falsified and can never be proved cor-
rect. Consistent with the Duhem-Quine thesis, most behavioral researchers would
also probably agree (c) that (in actuality) scientific theories can evolve as additions
to, as well as replacements of, outmoded models of behavior. However, they would
perhaps add (d) that if a conjectural proposition does not receive support, the
theoretical model on which it is based might not be right. But (e) if a formulation
of behavior is repeatedly not supported, despite every attempt by scientists to
produce rigorously designed tests, then it may be discarded or revised. However,
(f) if a working hypothesis derived from a theory is supported, the model on which
the hypothesis is based is not immediately proved to be correct, as it is impossible
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to rule out the prospect that a theory still waiting to be created might better account
for all the existing results. Nonetheless, (g) as no experiment is entirely free of all
alternative explanations, those known and those waiting to be discovered, both
findings consistent and findings inconsistent with a theory’s predictions can have
probative value (Brinberg, Lynch, & Sawyer, 1992). Of course, for all these criteria
to be applicable, the theory must also be precisely articulated so there will be no
confusion or disagreement about what is asserted or predicted (H. A. Simon, 1979;
Simon & Groen, 1973).

TYPE I AND TYPE II DECISION ERRORS

We turn now to null hypothesis significance testing (NHST), the dichotomous decision-
making process in which a hypothesis to be nullified (called the null hypothesis,
symbolized as H,) is contrasted with a specific working hypothesis (called the alternative
hypothesis, H,). In most cases in behavioral research, the H, implies that no relation-
ship between two variables is present in the population from which the sample data
were drawn, or that there is no difference in the responses of treated and untreated
subjects to an experimental manipulation, whereas H, does imply a relationship or real
difference. Table 2.3 is a traditional way of representing four possible outcomes of
NHST. The mistake of rejecting H, when it is true and should not have been rejected
is called Type I error, and the mistake of not rejecting H, when it is false and should
have been rejected is called Type II error. The p value (or significance level) indicates
the probability of Type I error and is denoted as alpha (o) when p has been stipulated
in advance (as a threshold or cutoff point). The probability of Type II error is symbolized
as beta (). Confidence, defined as 1 — «, is the probability of not making a Type I
crror. The power of a test, or 1 — 3, indicates the probability of not making a Type Il
crror (i.e., the sensitivity of the significance test in providing an adequate opportunity
to reject Hy when it warrants rejection). As NHST is now construed, it is a hybrid

‘TABLE 2.3
Four outcomes involving the decision to reject or not to reject the null
hypothesis (H,)

Actual state of affairs

Sclentist’s decision Null hypothesis is true Null hypothesis is false

Reject null hypothesis Type 1 error refers to a No error. Statistical power (1 — )
decision to reject H; when refers to the probability of not
it is true and should not be making a Type II error.

rejected. Alpha () is the
probability of Type I error.

Do not reject null No error. The confidence Type 1I error refers to a failure
hypothesis level (1 — a) refers to the to reject Hy when it is false and
probability of not making a should be rejected. Beta (B) is

Type I error. the probability of Type II error.
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endeavor that evolved out of the work (and arguments) of several different statisticians
(for historical accounts, see Gigerenzer, Swijtink, Porter, Daston, Beatty, & Kriiger, 1989;
Stigler, 1986).

It has been well documented that behavioral researchers (as well as many
other scientists who use NHST) have gotten into the habit of worrying more about
Type I errors than about Type II errors. Some philosophers have suggested that this
greater concern over Type I errors reflects the “healthy skepticism” of the scientific
method (Axinn, 1966; Kaplan, 1964), the idea being that Type I error is an error of
“gullibility,” and Type II error is an error of “blindness.” An analogy of Wainer’s
(1972) helps illustrate what is implied by this use of the terms gullibility and blind-
ness. Suppose you were walking along the street and a shady character approached
and said he had a quarter to sell you “for only five dollars.” You might say to
yourself, “He must think I'm stupid to ask me to hand over five dollars for an
ordinary quarter.” As if reading your mind, he says, “Don’t think it’s an ordinary
quarter, pal, but one with special properties that make it worth five dollars. This
quarter doesn’t just come up heads and tails equally often; it is a biased coin. If
you’re as shrewd as you look, you're going to win fame and fortune by simply
betting on which outcome is the more likely.”

In this illustration we will think of the alternative hypothesis (H,) as predict-
ing that the probability of heads is not equal to the probability of tails in the long
run. And since the null (H;) hypothesis and the alternative hypothesis are mutually
exclusive, we think of H; as predicting that the probability of heads is equal to
the probability of tails in the long run. Thus, if HO is true, Hl cannot be true. In
Table 2.4 we have recast this situation into the framework of Table 2.3. The impli-
cation of Table 2.4 is that “Type I error” is analogous to being “taken in” by a
false claim that the coin is biased when it is merely an ordinary coin (i.e., an error
of gullibility), whereas “Type II error” is analogous to failing to see that the coin
is biased as claimed (i.e., an error of blindness). We could subject H, to an empir-
ical test by flipping the coin a large number of times and recording each time
whether it landed heads or tails. We could state a particular probability (p value)
as our alpha rejection criterion and be as stringent as we like in setting such a
rejection criterion. However, we may eventually pay for this decision by failing to
reject what we perhaps should reject.

TABLE 2.4
Example illustrating definitions of type I and type II errors

Actual state of affairs

Your decision The coin is fair The coin is not fair

The coin is not fair (i.e., it can win you fame Error of “gullibility” No error
and fortune, since it will not come up heads
and tails equally).

The coin is fair (i.e., it cannot win you fame No error Error of “blindness”
and fortune, since it is just an ordinary coin).
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STATISTICAL SIGNIFICANCE AND THE
EFFECT SIZE

Because a complete account of “the results of a study” requires that the researcher
report not just the p value but also the effect size, it is important to understand the
relationship between these two quantities. The general relationship, which we will
refer to again in the second half of this book, is given by

Significance test = Size of effect X Size of study.

In other words, the larger the study in terms of the total number (N) of observations or
sampling units, or the larger the effect size, the larger the value of the significance test
(e.g., t, F, %% and, therefore, the smaller (and usually more coveted) the p value. This
is true unless the size of the effect is truly zero, in which case a larger study (i.e., a larger
N) will not produce a result that is any more significant than a smaller study (although
cffect sizes of exactly zero are rarely seen in behavioral research). A further implication
of this general relationship is that if we are able to specify any two of these three factors,
the third can be determined. Thus, if we know the level of risk of drawing a spuriously
positive conclusion (i.e., the p value) and can estimate what the size of the effect will
be, we can readily determine how large a total sample we will need to achieve a desired
level of statistical power. (We show how in chapter 12.)

In fact, any particular test of significance can be obtained by one or more
definitions of the effect size multiplied by one or more definitions of the study size.
For example, if we were interested in chi-square (discussed in detail in chapter 19),
we could write
Xy = % XN, @.1)

+

where ) is a chi-square on 1 degree of freedom (e.g., from a 2 X 2 table of
counts), ¢? is the squared Pearson product-moment correlation between member-
ship in the row category (scored 1 or 0) and membership in the column category
(scored 1 or 0), and N (the study size) is the total number of sampling units
(c.g., found in the cells of the 2 X 2 table). (We will see Equation 2.1 again later
in this book.)

Were we interested in ¢ as a test of significance (discussed in chapter 12), we
would have a choice of many equations (Rosenthal, 1991a, 1994b), of which two are

r
t= X J/d 2.2
NEriatl @2
and
_M-M Jdf
r= Gpooled X 2 (23)

where, in Equation 2.2, r is the point-biserial Pearson r between group membership
tscored 1 or 0) and obtained score. In Equation 2.3, the effect size indicator is
wepresented as Cohen’s d (i.e., the difference between means, M, and M,, divided by
the pooled standard deviation, o). In both equations, df is the degrees of freedom
tusually N — 2). (We will see Equations 2.2 and 2.3 later in this book as well.)
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When the relationship between statistical significance and the effect size is
understood, it is less likely that researchers who employ NHST will do significance
testing with low power. In the 1960s and later, Jacob Cohen hammered this point
home in articles and a handy reference text on the analysis of statistical power
(e.g., Cohen, 1962, 1965, 1988). To illustrate, suppose Smith conducts an experi-
ment (with N = 80) to show the effects of leadership style on productivity and
finds that Style A is better than Style B. Jones, however, is skeptical (because
he invented Style B) and repeats Smith’s study with N = 20. Although Jones’s
results are clearly in the same direction as Smith’s, Jones nevertheless reports a
“failure to replicate” because his ¢t was only 1.06 (df = 18, p > .30), whereas
Smith’s ¢ was 2.21 (df = 78, p < .05). Although it is certainly true that Jones
has not replicated Smith’s ¢ test result or p value, the magnitude of the effect
obtained by Jones (as measured by the Pearson correlation statistic) is r = .24,
which is exactly the size of the effect in Smith’s study! In other words, Jones
has found exactly the same relationship that Smith found even though the obtained
t and p values of the two studies are not very close. Because Jones’s total sample
size (N) was so much smaller than Smith’s total sample size, Jones’s power
toreject at p = .05 is substantially less than Smith’s power. In this case the
power (i.ey 1 — B) of Jones’s ¢ test is .18, whereas the power of Smith’s ¢ test
is .57.

TWO FAMILIES OF EFFECT SIZES

Two of the most important families of effect sizes in behavioral and social science
are the correlation family and the difference family, and we will discuss in more detail
examples of each of these classes later in this book. There is also a third family, which
we call the ratio family, and within these three families there are subtypes as well
(Rosnow & Rosenthal, 2003). Three primary members of the difference family are
Cohen’s d (i.e., the effect size component of Equation 2.3), Hedges’s g, and Glass’s A.
All three of these effect size indices employ the same numerator (the difference
between the means of the two groups that are being compared), but each uses a
slightly different denominator:

s S, _ M —M
Cohen’s d = ar— 2.4
. _M-M
Hedges’s g = Soooted (2.5)
Glass’s A = M, (2.6)
control

with terms in Cohen’s d as indicated previously (Equation 2.3). In Equation 2.5, S is
the square root of the pooled unbiased estimate of the population variance. In
Equation 2.6, the §___ is like the S in the denominator of Hedges’s g, but it is com-
puted only for the control group. Computing S only from the control group is a use-
ful procedure when we know or suspect that the treatment may affect not only the
mean but also the variance of the scores in the treatment condition.
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The second important family of effect sizes is the correlation family. In
Equation 2.1 we noted a popular incarnation of this family, the phi coefficient (¢),
which is a special case of the Pearson product-moment r when both variables are
dichotomous. In Equation 2.2 we noted another special case, the point-biserial correlation
(rpb), which is the Pearson product-moment correlation between a dichotomous variable
and a continuous variable. Also included in the correlation family is z, (the Fisher
transformation of r) and various squared indices of r and r-like quantities such as r?
(called the coefficient of determination), (}* (omega squared), £* (epsilon squared), and
1? (eta squared). Because squared correlational indices lose their directionality (Is the
treatment helping or hurting, is the correlation positive or negative?), they are of little
use as effect size indices in scientific work in which information on directionality is
essential. There are several other reasons that we prefer the product-moment r rather
than squared indices, and we explain those reasons in chapters 11 and 12. To anticipate
a little, another reason is that squared indices can be misleading in terms of the practical
value of small effect sizes.

To illustrate, at a specially called meeting held in December 1987, it was decided
to end, prematurely, a randomized double-blind experiment on the effects of aspirin
in reducing heart attacks (Steering Committee of the Physicians’ Health Study Research
Group, 1988). The reason for this unusual termination was that it had become abun-
dantly clear that aspirin prevented heart attacks (and deaths from heart attacks), and
thus it would have been unethical to continue to give the control subjects a placebo.
The subjects in that study were 22,071 male physicians, roughly half of whom (11,037)
had been given an ordinary aspirin tablet (325 mg) every other day, and the remain-
der of whom (11,034) had been given a placebo. A portion of the results of the study
are shown in Table 2.5. Part A shows the number of participants in each condition
who did or did not suffer a heart attack, and Part B shows the survival rates in the
heart attack group. And what was the magnitude of the experimental effects that were
so dramatic as to call for the termination of that research? To find the answer, we
compute the phi coefficient on the raw data in this table. In Part A, we find the effect
size r = .034, and thus the corresponding > = .00 or, to four decimal places, .0012.

TABLE 2.5
Aspirin’s effect on heart attack

A. Myocardial infarctions in aspirin and placebo conditions

Condition No heart attack Heart attack
Aspirin 10,933 104
Placebo 10,845 : 189

B. Fatal and nonfatal myocardial infarctions

Condition Lived Died

Aspirin 99 5
Placebo 171 18
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In Part B, the effect size r = .084, with a corresponding » = .0071. Using a simple
method described in more detail in chapter 11 (the binomial effect size display, or
BESD), we would find that these r values imply a 3.4% greater success rate for aspirin
than for placebo in preventing a heart attack and an 8.4% greater success rate for
preventing death when a heart attack has occurred. The point is that, had we considered
only the squared rs, we might have concluded there were no benefits of taking aspirin,
a costly mistake to make in terms of human lives saved.

It is sometimes necessary to decide how to convert effect size indices to one
particular index (e.g., in meta-analytic work, discussed in chapter 21). In that situation,
there are several reasons to view the family of correlational indices as a more generally
useful group of effect size measures. Suppose the data came to us as rs. We would
not ordinarily want to convert rs to ds, gs, or As, because the concept of a mean
difference index makes little sense in describing a linear relationship over a great
many values of the independent variable of interest. On the other hand, if we were
working with effect sizes reported as ds, gs, or As, the r index (as we show in chapter
11) makes perfectly good sense in its point-biserial form (two levels of the independent
variable of interest). If the data were structured in a 2 X 2 table of counts, the phi
form of the effect size index would be suitable. However, suppose the design involved
more than two conditions. For example, suppose a hypothesis called for five levels
of arousal, and the scientist predicted better performance on the outcome measure at
the middle levels of arousal than at the more extreme levels, and the very best per-
formance in the midmost level of arousal. The magnitude of an effect associated with
a curvilinear trend is quite naturally indexed by r (discussed in chapter 15), but not
so naturally by d, g, or A.

INTERVAL ESTIMATES AROUND
EFFECT SIZES

Earlier we also mentioned the importance of reporting interval estimates along with
effect size estimates. For example, the confidence interval of the effect size is the
margin of error that surrounds the obtained value of the effect size index. For exam-
ple, a 95% confidence interval around the obtained effect size r of .16 might range
from a lower limit » of .10 to an upper limit r of .22. Our interpretation of this 95%
confidence interval would be that there is a 95% chance the population value of the
r that our obtained effect size r of .16 was trying to estimate falls between the lower
and upper limits of .10 and .22. Of course, researchers need not restrict themselves
to only 95% confidence intervals if they prefer working with more (or less) stringent
levels of confidence. Decreasing the confidence level from 95% to 90% will shrink
the interval, and vice versa. Increasing the size of the study (i.e., working with a larger
total sample size) will also shrink the confidence interval.

Another type of interval estimate (described in chapter 11) is called the null-
counternull interval (Rosenthal & Rubin, 1994). This interval estimate is based on
the actual p value rather than on a previously specified alpha. The “null” anchoring
one end of the interval is the effect size that is associated with the null hypothesis
(and is typically zero); counternull refers to the non-null magnitude of the effect size
that is larger than the obtained effect size and is supported by the same amount of
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evidence as the null value of the effect size. This interval (null value to counternull
value) can alert a researcher to whether a conclusion of “no effect” might be in error.
In this way it provides some protection against mistaken interpretations of failure to
reject the null hypothesis (Rosenthal & Rubin, 1994; Rosnow & Rosenthal, 1996a).

SUMMING UP

We will have more to say about all these topics later on. The vital point here is that, if
the results of a study always include both an estimate of the effect size and an interval
estimate, the researchers better protect themselves against Type I and Type II errors. In
behavioral and social research, there is little doubt that Type II error is far more likely
than Type I error (e.g., Brewer, 1972; Chase & Chase, 1976; Cohen, 1962, 1988; Haase,
Waechter, & Solomon, 1982; Sedlmeier & Gigerenzer, 1989). The frequency of Type
I error can be reduced drastically by our attention to the magnitude of the estimated
effect size. If the estimate is large and the researcher finds a nonsignificant result, the
researcher would do well to avoid concluding that variables X and Y are not related
(i.e., that “nothing happened”). Only if the pooled results of a good many replications
point to a very small effect (on the average), and to a combined test of significance that
does not reach the researcher’s preferred alpha level, would a researcher be justified in
concluding that no nontrivial relationship exists between X and Y.

Table 2.6 summarizes decision errors and possible consequences as a joint func-
tion of the results of significance testing and the population effect size (Rosenthal, 1983,
1991a). Suppose a nonsignificant effect. What should it tell the researcher? Low power
may have led to failure to detect the true effect, and this line of investigation should
probably be continued with a larger sample size before the researcher concludes that
“nothing happened.” Had the medical researchers in the aspirin study worked with a
much smaller total sample, they would not have gotten statistical significance: It would

TABLE 2.6
Population effect sizes and results of significance test-
ing as determinants of inferential errors

Results of significance testing

Population effect size Not significant Significant
Zero No error Type 1 error
Small Type 1I error® No error”
Large Type 1I error® No error

“Low power may lead to failure to detect the true effect; however, if the true effect
is quite small, the costs of this error may not be very great.

hAlthough this is not an inferential error, if the effect size is very small and N is
very large, we may mistake a result that is merely very significant for one that is
of practical importance.

“Low power may lead to failure to detect the true effect, and with a substantial
true effect the costs may be very great.
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have been like trying to read small print in a very dim light and finding it harder to make
out the information. On the other hand, suppose a significant but small effect. What
should it tell the researcher? The answer depends on what the researcher considers the
practical importance of the small estimated population effect. In the aspirin study, even
a “quite small” effect was considered important, because the criterion was “who lives
and who dies.” The lesson is that a test of significance without an effect size estimate
fails to tell the whole story. Fortunately, as we shall see later, just from the basic
information that many journals require scientists to report, effect sizes (and interval
estimates) can usually be directly derived even from the barest of raw ingredients
(e.g., Rosenthal & Rubin, 2003; Rosnow & Rosenthal, 1996a).

Finally, we also want to mention a new statistic proposed by Peter Killeen
(2005) that increases the utility of p values. This statistic, called Prepr gives the prob-
ability that a same size replication (e.g., of a treatment vs. control group study) will
obtain an effect in the same direction as did the original study.

Killeen’s equation for estimating Prep is:

1

2/3
1+(——p )
l-p

2.7

Prep =

where p is the obtained significance level. Table 2.7 shows for 15 p values the
corresponding estimates of Prep It should be noted that Prep is not an effect size
index, nor is it intended to be. But it does give us far more useful information to
learn that there is an 88%, 96%, or 99% chance of obtaining the same direction
of result on replication (assuming the context and the experimental circumstances
are relatively unchanged) than that our p values are .05, .01, or .001. In the end,
of course, significance tests and their associated p values alone are not nearly as
informative as estimates of effect sizes along with their corresponding interval
estimates (e.g., 95% confidence intervals), but Prep is a useful advance as well.

TABLE 2.7

Probabilities of replicating the
direction of treatment effects (prep)
from obtained p values

p value Prep p value Prep
.50 .500 .01 955
40 .567 .005 971
.30 .638 .001 990
.20 716 .0005 .994
15 761 .0001 .998
.10 812 .00005 .999
.05 877 .00001 .9995

.025 920
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PUZZLES AND PROBLEMS

As mentioned in chapter 2, shortly after World War II, Karl Popper settled in England
and took a position at the London School of Economics. On October 25, 1946, he
gave an invited talk at Cambridge University before the Moral Science Club. Chairing
the club was a renowned professor of philosophy at Cambridge, Ludwig Wittgenstein,
whose views dominated British philosophy at the time (Monk, 1990). Also present
was another eminent Cambridge professor of philosophy, Bertrand Russell, whose
seminal work had been an early inspiration for Wittgenstein and Popper (though
Wittgenstein came to regard Russell as having lost his edge and regarded his work
as antediluvian). Usually at these meetings a visiting lecturer would present prelimi-
nary remarks, and Wittgenstein would then dominate the discussion. Popper and
Wittgenstein harbored a deep cynicism concerning each other’s views, and Russell
had taken on the role of a kind of umpire at this meeting. Central heating was still
virtually unknown in Britain, and the room was warmed by a coal hearth. Every so
often, someone would poke the coals and clear out some of the ash in order to stir
up a little more heat.

What ensued that day became the stuff of legend in philosophy. In their book
entitled Wittgenstein’s Poker, Edmonds and Eidinow (2001) recounted the controver-
sial incident that occurred. Popper was expounding on moral philosophy when
Wittgenstein, who had grabbed a red hot poker and was gesticulating with it, shouted

61
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that Popper was confusing the issues, and challenged him to name one valid moral
principle. The sequence of events is murky, but apparently Russell told Wittgenstein
to put the poker down, saying to him that it was he who was confusing the issues.
Popper, in response to Wittgenstein’s challenge to state a valid moral principle,
responded with something like, “One ought not to threaten visiting lecturers with pok-
ers.” Witnesses to the incident have never agreed on whether Wittgenstein threatened
Popper (as Popper claimed), or even whether Wittgenstein was still present in the room
when Popper took up the challenge. In one version of the story (which Popper repeated
in his memoirs), it was Popper’s pungent retort that aggravated Wittgenstein so much
that he stormed out of the room, slamming the door behind him.

The controversy between Wittgenstein and Popper revolved around their different
views of the proper role of philosophy. In an influential book entitled Tractatus
Logico-Philosophicus, which first appeared in German in 1921 and was published in
an English translation the following year (with an introduction by Russell), Wittgenstein
had deconstructed philosophy to an atomistic level. Consisting of a series of numbered,
tightly condensed, precisely articulated statements, the book begins, “The world is all
that is the case,” and ends with the oracular statement: “What we cannot speak about
we must pass over in silence” (Wittgenstein, 1978, pp. 5, 74). Going back to the ancient
Greeks, the orientation of philosophy had been the elucidation of problems—moral
principle'g, metaphysical and epistemological issues, and so on. Wittgenstein dismissed
that work as futile wordplay, contending instead that philosophers’ imprecise use of
ordinary language had trapped them in a bottomless pit of ambiguity. There simply
are no valid problems in philosophy, he argued, but only linguistic puzzles to be
resolved by revealing the misuse of language. Popper, who was as irascible as
Wittgenstein, thought this argument was nonsense, and Russell had come to think that
Wittgenstein’s dismissal of the problem-oriented approach jeopardized the existence
of philosophy as an academic discipline. Nonetheless, Wittgenstein’s view dominated
the British scene, and those who dared to disagree with it (like Popper) were relegated
to the role of disgruntled outsiders.

Wittgenstein’s and Popper’s philosophical views notwithstanding, the distinction
between puzzles and problems offers a convenient way to conceptualize ethical issues
in science. The usual dictionary definition of a problem implies a dubious matter that
is proposed for discussion and a solution. The problem of moral accountability in
science has provoked considerable discussion and has led to a number of proposed
solutions in the form of rules, regulations, and ethical guidelines. Their interpretation
and implementation, however, can often be mystifying for researchers, who are obliged
to puzzle out ways of adhering to ethical and scientific values simultaneously. We
begin by giving a sense of this delicate balancing act, and throughout this chapter we
mention examples of how scientists need to be attentive to societal and scientific
imperatives. We also refer to the term ethics (derived from the Greek ethos, meaning
“character” or “disposition”), which has to do with the values by which the conduct
of individuals is morally evaluated.

Although there are a number of ethical codes in the United States and abroad, we
will focus on the most prominent set of guidelines in the field of psychology, that pro-
mulgated by the American Psychological Association (APA). We review the societal con-
text in which these guidelines were originally inspired, and we then give a flavor of the
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most recent guidelines. Federal and state legal dictates imposing restrictions on the use
of human subjects take precedence over the APA guidelines, but the APA ethics code
(American Psychological Association, 1998) is far more focused and restrictive in many
respects. Because many behavioral researchers belong not to the APA, but to the
Association for Psychological Science (APS) or to other, more specialized societies (some
with their own ethical guidelines, such as the Society for Research in Child Development,
1993), there is no consensus in behavioral research. Nonetheless, we will use the framework
of the APA code as a way of organizing our discussion of ethical issues, including conflicts
between ethical accountability and the technical demands of scientific practices. Although
the primary emphasis of this discussion is on research with human subjects, we end with
a brief discussion of the ethical implications of using animals in behavioral research.

A DELICATE BALANCING ACT

As Wittgenstein implied, the very language we use is loaded with traps for the unwary.
For example, when clinically oriented researchers say that certain behavior is “norma-
tive” (i.e., usual or typical), the implication to the layperson is that such behavior is
to be expected and is therefore desirable. When social researchers study prejudice or
mental illness, they touch on highly charged societal problems. Even when research-
ers study topics that may seem to them to be neutral (learning behavior, for example),
they must realize that to others these topics may be supercharged with values and
conflicts. Thus, it seems that virtually every aspect of the research process may be
viewed as value-laden to some degree, from the statement of a topic, through the
conceptualization and implementation of the investigation, to the data analysis, inter-
pretation, and reporting of findings. When research involves a societally sensitive
issue (Lee, 1993), concerns about values and ethics are further heightened. To address
such concerns, various national codes of ethics have been formulated by psychologi-
cal associations in the United States, Canada, France, Germany, Great Britain, the
Netherlands, Poland, and other countries (Kimmel, 1996; Schuler, 1982). The purpose
of those codes is to provide guidelines to enable researchers to assess the morality of
their scientific conduct. However, researchers must also make their way through a
maze of cumbersome rules and regulations that are overseen by an independent group
of evaluators, called an institutional review board (IRB).

As if this situation were not puzzling enough, a further problem is that ethical
guidelines cannot possibly anticipate every eventual case. At best, they can provide
an evolving framework for evaluating (and trying to prevent) ethical transgressions.
The interpretation of the guidelines is left to IRBs, researchers, and any others who
feel the need to express an opinion. Collectively, these guidelines constitute what
might be described as an idealized “social contract” of do’s and don’ts, to which
behavioral researchers are expected to subscribe as a prerequisite of conducting any
cmpirical studies. Broadly speaking, the agreement to which social and behavioral
scientists are generally held accountable can be summed up as the responsibility
(a) not to do psychological or physical harm to the subjects and (b) to do beneficent
research in a way that is likely to produce valid results (Rosnow, 1997).

A further problem, however, is that, even when acting with the most noble inten-
tions, investigators can inadvertently transgress. As philosopher John Atwell (1981)
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noted, research with human subjects always “treads on thin moral ice” because investiga-
tors “are constantly in danger of violating someone’s basic rights, if only the right of
privacy” (p. 89). Moreover, because scientists are also ethically bound to use their abil-
ities to advance knowledge, it has been argued that the scientific validity of the research
design can also be viewed as an ethical issue, because poorly designed research cannot
yield benefits and may actually be harmful (Rosenthal, 1994c, 1995a; Rosenthal &
Blanck, 1993). Thus, research that is of higher scientific quality is presumed to be more
ethically defensible, because of its better investment of the time of the research subjects,
the funds of the granting agency, the space of the journals, and, not least, of the general
investment that society has made in supporting science and its practitioners.

As we shall see in this chapter, even very experienced researchers often find
themselves caught between the Scylla of scientific and theoretical requirements and
the Charybdis of ethical dictates and moral sensitivities. Ironically, many seminal stud-
ies in social and behavioral science (including some of those mentioned in the previ-
ous chapter) can no longer be replicated because of obstacles imposed by daunting
arrays of ethical guidelines, bureaucracies, formalities, and legalities that simply did
not exist in their present form a generation or more ago (Bersoff, 1995; Fisher & Tryon,
1990; Kimmel, 1988; 1996; Koocher & Keith-Spiegel, 1990, 1998; Rosnow, Rotheram-
Borus, Ceci, Blanck, & Koocher, 1993; Scott-Jones & Rosnow, 1998; Sieber, 1982a,
1982b). Arid yet, society and science have benefited from the accrued wisdom of those
findings. A further irony is that researchers are usually held to a higher standard of
accountability than are many designated and self-appointed guardians of human rights.
For example, although ethical guidelines circumscribe the use of deceptive practices
and the invasion of privacy, the violation of privacy as well as deception by omission
(called a passive deception) and commission (an active deception) are far from rare:
Lawyers routinely manipulate the truth in court on behalf of clients; prosecutors sur-
reptitiously record private conversations; journalists often get away with using hidden
cameras and other undercover practices to get stories; and police investigators use sting
operations and entrapment procedures to gain the information they seek (Bok, 1978,
1984; Kimmel, 1998; Saxe, 1991; Starobin, 1997).

HISTORICAL CONTEXT OF THE AMERICAN
PSYCHOLOGICAL ASSOCIATION CODE

To put the original set of APA guidelines into context, we go back to the 1960s. During
that period the American public had been whipped into a frenzy of anxiety by published
reports of domestic wiretapping and other clandestine activities by the federal govern-
ment. Caught up in the temper of the times, leading psychologists voiced concerns
about the status of human values in research with human participants, in particular
expressing disillusionment over the use of deception in social psychology (Kelman,
1967, 1968) and calling for more humanistic research methodology (Jourard, 1967,
1968). Deception was used rarely in social psychology until the 1930s, then gradually
increased until the 1950s, and sharply increased in the 1950s and 1960s—and more
recently there has apparently been a decline in its use (Nicks, Korn, & Mainieri,
1997). Going back to Asch’s seminal studies of conformity in the 1950s, confederates
had been required to deceive participants by keeping a straight face while making
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ridiculous perceptual judgments. A decade later, obedience experiments done by
Stanley Milgram (mentioned in Table 1.2) became the lightning rod for a heated
debate about the morality of deception. Some critics argued that any deception in
research was morally reprehensible because of its presumed adverse effects on the
participants and the profession’s reputation (see Kimmel, 1998, 2004, for citations
and an updated discussion of this issue).

Interestingly, a subsequent survey implied that psychologists might be more
concerned about ethical issues in research than were their typical participants (Sullivan &
Deiker, 1973). Adding fuel to the debate were more shocking events elsewhere. In bio-
medical research, flagrant abuses—some resulting in the death of the human participants—
were uncovered (Beecher, 1966, 1970). A notorious case, not made public until 1972,
involved a U.S. Public Health Service study, conducted from 1932 to 1972, of the course
of syphilis in more than 400 low-income African American men in Tuskegee, Alabama
(Jones, 1993). The participants, who had been recruited from churches and clinics, were
not told they had syphilis but were only told they had “bad blood.” Nor were they given
penicillin when it was discovered in 1943. They were given free health care and a free
annual medical examination but were told they would be dropped from the study if they
sought treatment elsewhere. The Public Health Service officials went so far as to have
local physicians promise not to give antibiotics to subjects in the study (Stryker, 1997).
As the disease progressed in its predictable course without treatment, the subjects expe-
rienced damage to the skeletal, cardiovascular, and central nervous systems and, in some
cases, death. The Tuskegee study was not halted until 1972, when details were made
public by a lawyer who had once been an epidemiologist for the Public Health Service.
Among the horrendous abuses in this study were that subjects were not informed of the
nature of the inquiry or the fact that their disease was treatable by medical care readily
available at that time (Fairchild & Bayer, 1999).

Already in the 1960s, however, there were demands for reforms, with issues of
research abuses and misconduct raised in newspapers, magazines, and congressional
hearings (Kelman, 1968). For some time the APA (in its code of professional ethics)
had addressed issues such as the confidentiality of research data. Spurred on by
cloquent spokespersons who called for the codification of the research methods used
in psychological research (e.g., M. B. Smith, 1967, 1969), the APA in 1966 created
a task force—called the Cook Commission, after Stuart W. Cook, its chair—that was
assigned to write a code of ethics for research with human participants. Out of those
deliberations came a 1971 draft report (Cook et al., 1971) and a revised report in 1972
(Cook et al., 1972). The complete code was formally adopted by the APA in 1972,
reissued a decade later (American Psychological Association, 1982), and in the late
1990s rewritten by a task force, which for a time was cosponsored by the APA and
the APS. After a disagreement about the spirit and content of the draft report (American
Psychological Association, 1998), the APS withdrew its collaboration; a draft report
was then circulated by the APA alone (American Psychological Association, 1998).

Table 3.1 lists the ten ethical guidelines representing the core of the require-
ments that appeared in the 1982 version of the APA code. Drawing from philoso-
phy, law, and the American experience, European psychologists had by the early
1980s formulated their own codes of ethical principles to help them meet their
responsibilities to subjects (Schuler, 1981). Three principles that appeared without



TABLE 3.1
Ethical principles for research with human participants

The decision to undertake research rests on a considered judgment by the individual psychologist about
how best to contribute to psychological science and human welfare. Having made the decision to
conduct research, the psychologist considers alternative directions in which research energies and
resources might be invested. On the basis of this consideration, the psychologist carries out the
investigation with respect and concern for the dignity and welfare of the people who participate and
with cognizance of federal and state regulations and professional standards governing the conduct of
research with human participants.

A. In planning a study, the investigator has the responsibility to make a careful evaluation of its ethical
responsibility. To the extent that the weighing of scientific and human values suggests a compromise
of any principle, the investigator incurs a correspondingly serious obligation to seek ethical advice
and to observe stringent safeguards to protect the rights of human participants.

B. Considering whether a participant in a planned study will be a “subject at risk” or a “subject at
minimal risk,” according to recognized standards, is of primary ethical concern to the investigator.

C. The investigator always retains the responsibility for ensuring ethical practice in research. The
investigator is also responsible for the ethical treatment of research participants by collaborators,
assistants, students, and employees, all of whom, however, incur similar obligations.

D. Except in minimal-risk research, the investigator establishes a clear and fair agreement with research
participants, prior to their participation, that clarifies the obligations and responsibilities of each. The
investigator has the obligation to honor all promises and commitments included in that agreement.
The investigator informs the participants of all aspects of the research that might reasonably be
expected to influence willingness to participate and explains all other aspects of the research about
which the participants inquire. Failure to make full disclosure prior to obtaining informed consent
requires additional safeguards to protect the welfare and dignity of the research participants. Research
with childrén or with participants who have impairments that would limit understanding and/or
communication requires special safeguarding procedures.

E. Methodological requirements of a study may make the use of concealment or deception necessary.
Before conducting such a study, the investigator has a special responsibility to (1) determine whether
the use of such techniques is justified by the study’s prospective scientific, educational, or applied value;
(2) determine whether alternative procedures are available that do not use concealment or deception;
and (3) ensure that the participants are provided with sufficient explanation as soon as possible.

F. The investigator respects the individual’s freedom to decline to participate in or to withdraw from the
research at any time. The obligation to protect this freedom requires careful thought and consideration
when the investigator is in a position of authority or influence over the participant. Such positions of
authority include, but are not limited to, situations in which research participation is required as part
of employment or in which the participant is a student, client, or employee of the investigator.

G. The investigator protects the participant from physical and mental discomfort, harm, and danger that
may arise from research procedures. If risks of such consequences exist, the investigator informs the
participant of that fact. Research procedures likely to cause serious or lasting harm to a participant
are not used unless the failure to use these procedures might expose the participant to risk of greater
harm or unless the research has great potential benefit and fully informed and voluntary consent is
obtained from each participant. The participant should be informed of procedures for contacting the
investigator within a reasonable time period following participation should stress, potential harm, or
related questions or concerns arise.

H. After the data are collected, the investigator provides the participant with information about the nature of
the study and attempts to remove any misconceptions that may have arisen. Where scientific or humane
values justify delaying or withholding this information, the investigator incurs a special responsibility to
monitor the research and to ensure that there are no damaging consequences for the participant.

I. Where research procedures result in undesirable consequences for the individual participant, the
investigator has the responsibility to detect and remove or correct these consequences, including
long-term effects.

J. Information obtained about a research participant during the course of an investigation is confidential
unless otherwise agreed upon in advance. When the possibility exists that others may obtain access
to such information, this possibility, together with the plans for protecting confidentiality, is explained
to the participant as part of the procedure for obtaining informed consent.

Note: From Ethical Principles in the Conduct of Research with Human Participants, 1982, Washington, DC, pp. 5-7.
Used by permission of the American Psychological Association.
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exception in all of the European and American codes were (a) to avoid physical
harm, (b) to avoid psychological harm, and (c) to keep the data confidential
(Schuler, 1982). The third principle, which evolved to safeguard the information
divulged by clients in clinical situations, was commonly justified on the basis of
three claims: (a) that fairness required respect for the research participants’ privacy,
(b) that scientists had the professional right to keep such disclosures secret, and
(c) that more honest responding by subjects should result when the investigator
promised to keep the subjects’ personal disclosures confidential (Blanck, Bellack,
Rosnow, Rotheram-Borus, & Schooler, 1992; Bok, 1978). Despite the value of
those guidelines, professional codes had not incorporated much in the way of pen-
alties for noncompliance. The negative sanction for violating the APA ethical code
was censure or expulsion from the APA—by no means considered a severe penalty,
as many psychologists engaged in productive, rewarding research careers do not
belong to the APA.

The 10 guidelines in Table 3.1 were formulated with the aim of instructing psy-
chological researchers about what their moral responsibilities are, how to decide what
aspects of a proposed study might pose ethical risks, and how to choose an ethical
strategy for addressing such problems. Notice, for example, that Principle E does not
prohibit deception; instead, it implies when a deception may be permissible and also
the attendant ethical responsibilities of researchers who want to use a deception. In fact,
by the time of the first adoption of the APA research code, an assortment of deceptions
had slipped into many researchers’ methodological arsenals (Arellano-Galdames, 1972;
Gross & Fleming, 1982). Active deceptions included misrepresenting the purpose of the
study or the identity of the investigators, falsely promising something to subjects,
misrepresenting the equipment or procedures, and using placebos, pseudosubjects, and
secret treatments. Passive deceptions included disguising experiments in natural settings,
observing people in a public setting without telling them they were being studied,
secretly recording potentially embarrassing behavior, and using projective tests and other
instruments without disclosing their purpose to the participants.

THE BELMONT REPORT, FEDERAL
REGULATIONS, AND THE INSTITUTIONAL
REVIEW BOARD

A moment ago we alluded to a survey that showed psychologists to be more concerned
about ethical sensitivities than were their typical participants (Sullivan & Deiker,
1973). Not every person felt the urgent need to codify such sensitivities, however. For
example, Kenneth Gergen (1973a) expressed another popular sentiment among
researchers when he warned of the possibility of a precarious trade-off of scientific
advances for excessive constraints:

Most of us have encountered studies that arouse moral indignation. We do not wish to
see such research carried out in the profession. However, the important question is
whether the principles we establish to prevent these few experiments from being con-
ducted may not obviate the vast majority of contemporary research. We may be mounting
a very dangerous cannon to shoot a mouse. (p. 908)
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A few years later, however, what Gergen characterized as a “dangerous cannon”
seemed more like a popgun in light of dramatic changes that occurred when the review
process was set in motion in 1974 by the National Research Act (Pub. L. No. 93-348).
That statute also created the National Commission for the Protection of Human
Subjects of Biomedical and Behavioral Research.

The National Commission conducted hearings over a 3-year period, which
culminated in the Belmont Report, named from the discussions that were held at the
Smithsonian Institution’s Belmont Conference Center in Washington, DC (National
Commission for the Protection of Human Subjects of Biomedical and Behavioral
Research, 1979). Ethical guidelines, the report concluded, should emphasize (a) show-
ing respect for individuals as autonomous agents and the protection of those with
diminished autonomy, (b) maximizing plausible benefits and minimizing possible
harms, and (c) using fairness or justice in distributing risks and benefits. In addition,
federal directives now ordered institutions applying for grant support to create review
boards to evaluate grant submissions (e.g., Department of Health, Education, and
Welfare, 1978). If participation in a research study is classified by the IRB as involving
more than “minimal risk,” that study requires the use of specific safeguards. The
safeguards include providing the participants with an adequate explanation of the
purposes of the research, the procedures to be used, the potential discomforts and
risks to subjects, the benefits that subjects or others may receive, the extent of ano-
nymity in any records that are kept, and the identity of an individual that subjects can
contact about the research (Delgado & Leskovac, 1986). Most important perhaps is
the investigator’s responsibility to make sure that participants understand their pre-
rogative to withdraw from the study at any time without penalty. The spirit of the
federal dictates is the same as that of the APA guidelines (Table 3.1), except that the
government’s rules are legally enforceable in a significant way.

Only a few years after they were created, IRBs had become a source of con-
sternation to many researchers, who felt their research “had been impeded in a way
that was not balanced by the benefits of the review process” (Gray & Cook, 1980,
p. 40). In recent years, particularly with the development of research on AIDS (acquired
immune deficiency syndrome), the sphere of responsibility of IRBs has been expanded
as a result of a proliferation of self-imposed safeguards, legally mandated constraints,
pressures by advocacy groups, and methodological innovations. The responsibility of
IRBs is no longer limited to the evaluation of grant submissions or funded research
and may encompass any proposed study in an institution. Minimal risk research
(i.e., studies in which the likelihood and extent of harm to the subjects is perceived
to be no greater than that typically experienced in everyday life or in routine physical
or psychological examinations or tests) is authorized to get an expedited review, but
even the most innocent study can touch a nerve in some designated regulatory body.
Not many years ago, IRBs were seen as the guardians of informed consent, confiden-
tiality, and the safety and autonomy of the research participants. Today, some IRBs,
particularly in medical schools, evaluate technical and statistical aspects of research.

As if the pursuit of behavioral research were not already complicated, there are
also state laws that limit the type of information requested of participants and the degree
of acceptable risk to them, implying that some IRBs are legally bound to impose stricter
standards. It is not uncommon that a research proposal approved without alterations at
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one institution will be substantially modified or even rejected by an IRB at another
participating institution (Ceci, Peters, & Plotkin, 1985; P. C. Williams, 1984). The problem
of variability in decision making about research on sensitive issues is compounded by
the subjectivity of an ethical review and the individual biases of IRB members (Kimmel,
1991). As Ceci et al. (1985) noted, getting a socially sensitive proposal approved is
sometimes a matter of the luck of drawing a particular group of IRB members whose
values just happen to be congruent with the values of the researchers. In light of these
developments, the latest version of the APA research code is self-described as more
“aspirational” than “prescriptive,” although there are, of course, certain behaviors that
cannot be condoned under any circumstances (e.g., fraud). The emphasis of the current
APA code is on five broad principles (reflecting the spirit of both the Belmont Report
and various federal statutes and directives), which we explore next: (a) respect for persons
and their autonomy, (b) beneficence and nonmaleficence, (c) justice, (d) trust, and
(e) fidelity and scientific integrity (American Psychological Association, 1998).

PRINCIPLE I: RESPECT FOR PERSONS AND
THEIR AUTONOMY

The first principle of the current APA document is a reflection of the earlier Principle
D (see Table 3.1) and implies that our ethical (and legal) responsibility is to ensure
that people’s privacy is adequately protected, that potential participants know what
they will be getting into, that they will not be humiliated, and that they are free to
decide whether or not to participate. The heart of this principle is informed consent,
which refers to the procedure in which prospective subjects (or their legally authorized
representatives or guardians) voluntarily agree to participate in the research after being
told about its purpose, including the nature of the instruments to be used and any
anticipated risks and benefits (Scott-Jones & Rosnow, 1998). To the extent they are
capable, prospective participants must be given the opportunity to choose what shall
or shall not happen to them. If they have diminished autonomy (e.g., because of
immaturity, incapacitation, or other circumstances that limit or restrict their ability or
opportunity for autonomous choice), or if they have difficulty understanding the nature
of the research because they are young or feeling anxious (Dorn, Susman, & Fletcher,
1995; Susman, Dorn, & Fletcher, 1992), then they must be appropriately represented
and protected. The responsibility for obtaining legally effective informed consent is
the obligation of the principal investigator (Delgado & Leskovac, 1986).

For example, whenever children or adolescents are proposed as subjects, research-
ers are required to obtain legally effective parental consent before proceeding and are
not permitted to make appeals to children to participate before parental consent is
obtained. If the children do not live with their parents (e.g., are wards of some agency),
the researcher can speak with an advocate who is appointed to act in the best interests
of the child in the consent process. Once informed consent of the parent or advocate
has been obtained, the researcher asks the child on the day of the study whether he or
she wishes to participate—assuming the child is mature enough to be asked about
participation (Scott-Jones & Rosnow, 1998). It has been noted, however, that an unfor-
tunate consequence of increased scrutiny by IRBs is that the disclosure procedure has
become so detailed and cumbersome in many institutions that it may actually defeat
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the purpose for which informed consent was intended (Imber et al., 1986). One
psychologist reported that many of his adult subjects mistakenly thought they had
relinquished their legal protection by signing an informed consent agreement (Mann,
1994), although the right to sue for negligence is protected by federal regulations on
the use of human participants (Department of Health and Human Services, 1983).

A further concern is that, sometimes, informing subjects of some pertinent
aspect of the investigation may impair the validity of the research. For example,
Gerald T. Gardner (1978) performed a series of studies of the effects of noise on task
performance. The aim of the research was to replicate a phenomenon first reported
by Glass and Singer (1972), indicating that exposure to uncontrollable, unpredictable
noise can negatively affect task performance. Although Gardner’s initial experiments
duplicated Glass and Singer’s findings, two subsequent experiments did not. Bewil-
dered by that outcome, Gardner sought to puzzle out a reason for the discrepancy.
The only difference in procedure between the early and later studies in the series was
that the first studies had been performed before the implementation of federal guide-
lines requiring informed consent, and the later studies had been carried out using
informed consent. This difference inspired Gardner to hypothesize that informed
consent might actually have been responsible for the discrepant results.

Acting on this hypothesis, Gardner conducted a final study in which two groups
were exposed to uncontrollable noise; one group had given informed consent, whereas
the other group had not. The results of this study were that the group that had given
informed consent did not show the emergence of negative effects of the noise, but
the other group did. Gardner reasoned that negative effects did not emerge because
the informed consent had created a perception in the subjects of control over the
noise. As Gardner (1978) explained, perceived control “could result from references . . .
in the consent form to subjects’ ability to withdraw from the study without penalty,
to their freedom to choose an alternative to [subject] pool participation” (p. 633).
Apparently, conforming to the new ethical guidelines in this instance seriously
impaired the emergence of the negative effects of laboratory stressors. Had federal
guidelines been instituted when Glass and Singer initiated their research in the late
1960s, is it possible that important facts about environmental noise would never have
come to light?

Another early study was performed by clinical researchers Jerome H. Resnick
and Thomas Schwartz (1973), who suspected that, in some circumstances, informed
consent might trigger “paranoid ideation in otherwise nonsuspicious subjects”
(p. 137). Using the traditional verbal conditioning procedure described in chapter 1
(used by Crowne and Marlowe), Resnick and Schwartz experimentally manipulated
the ethical standard of informed consent. The subjects were presented with a
sequence of cards, each of which showed a specific verb and six pronouns (I, you,
we, he, she, they) and were told to make up a sentence using the verb and any of
the six pronouns. They were then verbally reinforced by the experimenter, who said
“good” or “ok” each time the subject chose either I or we. Before the study began,
half the prospective subjects were told the nature of the conditioning procedure in
strict adherence with informed consent guidelines; the control subjects were not
given that information, but were run just as the study would have been conducted
before the era of informed consent.
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The principal finding was that the control group conditioned as expected, but
the fully informed subjects exhibited an unexpected reversal in the pattern of their
conditioning behavior. Using postexperimental questionnaires, Resnick and Schwartz
discovered that many of the fully informed subjects, after having been told so much
- about the study, questioned in their own minds the experimenter’s “true” hypothesis.
One subject stated that he “had wanted to play it cool; and to give the impression
that the experimenter’s reinforcements were having no effect” (p. 138). When told
that his use of the two reinforced pronouns had decreased by more than half from the
first 20 trials to the last 20, this person laughed and said, “I was afraid I would overdo
it” (p. 138). Not only was it distressing to Resnick and Schwartz that their fully
informed subjects were distrustful, but it was unclear what was happening in, as these
researchers put it, “a room full of mirrors where objective reality and its perception
blend, and thereby become metaphysical” (p. 138). The results seemed to imply that
standard textbook principles of verbal learning would turn backward if all previous
studies in this area had strictly adhered to fully informed consent. This study raised
ared flag signaling that full disclosure may sometimes be an impediment to the pursuit
of knowledge.

Thus, we see that, as Gergen (1973a) and others anticipated, there are scientific
puzzles associated with strict compliance with informed consent. In a later chapter we
allude to another potential concern, which is the “delicate balance” between experi-
menter and subject artifacts (i.e., specific threats to validity that can be attributed to
uncontrolled researcher- or participant-related variables) and ethics in behavioral research
(Rosnow & Rosenthal, 1997; Suls & Rosnow, 1981). In chapter 9 we will describe how
using volunteer subjects could introduce biases that then make the research results
more difficult to generalize to populations consisting in part of potential nonvolunteers
(Rosenthal & Rosnow, 1969b, 1975; Rosnow & Rosenthal, 1970, 1976).

PRINCIPLE II: BENEFICENCE AND
NONMALEFICENCE

Beneficence means the “doing of good,” which implies that the research is expected
to have some conceivable benefit, and nonmaleficence implies that, as in the Hip-
pocratic oath that physicians take, behavioral and social researchers are also expected
to “do no harm.” The avoidance of harm as a standard for ethical research originally
emanated from the Nuremberg Code of 1946-1949, developed in conjunction with
expert testimony against Nazi physicians at the Nuremberg Military Tribunal after
World War II. The risks of behavioral and social research pale by comparison with
the appalling “experiments” done by Nazi physicians in the name of science, but
federal regulations nevertheless insist that assessment of risk be part of the ethical
evaluation of all proposed research with human subjects. Generally speaking, the most
significant risks in traditional psychological research are associated with privacy inva-
sion or the use of some active or passive deception. When deception is used, the
assumption is that (a) the research has genuine scientific value, (b) providing the
subjects with full details of the research would seriously impair its validity, (c) no
undisclosed “risks” to the subjects are more than minimal, and (d) the subjects will
be adequately debriefed at some appropriate time.
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Prior to the Belmont Report, a classic example of behavioral research that
became the focus of concerns about the use of deception was social psychologist
Stanley Milgram’s research on how far a person would go in subjecting another per-
son to pain by the order of an authority figure (Milgram, 1963, 1965). Volunteer
subjects, placed in the role of the “teacher,” were deceived into believing that they
would be giving varying degrees of painful electric shocks to another person (the
“learner”) each time he made a mistake in a learning task. Milgram varied the phys-
ical proximity between the teacher and the learner, to see whether the teacher would
be less ruthless in administering the electric shocks as he or she got closer to the
learner. The results were that a great many subjects (the teachers) unhesitatingly
obeyed the researcher’s command as they continued to increase the level of shock
administered to the learner. Even when there was feedback from the learner, who
pretended to cry out in pain, many subjects obeyed the researcher’s order to “please
continue” or “you have no choice, you must go on.” The subjects were not told at
the outset that the shock apparatus was fake but were extensively debriefed once the
experiment was over. Even though the learner was a confederate of Milgram’s and
there were no actual shocks transmitted, concerns about ethics and values have dogged
these studies since they were first reported (Milgram, 1963, 1965, 1975, 1977).

For instance, psychologist Diana Baumrind (1964) quoted Milgram’s own
descriptions of the reactions of some of the subjects:

I observed a mature and initially poised businessman enter the laboratory smiling and
confident. Within 20 minutes he was reduced to a twitching, stuttering wreck, who was
rapidly approaching a point of nervous collapse. He constantly pulled on his earlobe,
and twisted his hands. At one point he pushed his fist into his forehead and muttered:
“Oh God, let’s stop it.” And yet he continued to respond to every word of the experimenter
and obeyed to the end. (Milgram, 1963, p. 377)

Baumrind posed the question of why Milgram had not terminated the deception when
he saw that it was so stressful to his subjects. She concluded that there could be no
rational basis for doing this kind of research, unless the subjects were forewarned of
the psychological risks. Another criticism was that Milgram’s deception had instilled
in his subjects a general distrust of authority, and thus the study was unethical no
matter whether the subjects were debriefed afterward.

Milgram (1964) responded that it was not his intention to create stress, and,
further, that the extreme tension induced in some subjects had not been expected.
He noted that, before carrying out the research, he had asked professional colleagues
for their opinions, and none of the experts anticipated the behavior that subsequently
resulted. He stated that he also thought the subjects would refuse to follow orders.
In spite of the dramatic appearance of stress, he believed there were no injurious
effects to the subjects. Each subject was shown that the learner had not received
dangerous electric shocks but had only pretended to receive them. Milgram also sent
questionnaires to the subjects to elicit their reactions after they had been given a full
report of his investigation. Less than 1 percent said they regretted having partici-
pated, 15 percent were neutral or ambivalent, and over 80 percent responded that
they were glad to have participated. As for the criticism that his use of deception
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had instilled a general distrust of authority, he replied that the experimenter in his
research was not just any authority, but someone who ordered the subjects to act
harshly and inhumanely toward another person. Milgram added that he would
consider the result of the highest value if participation in the research did indeed
inculcate a skepticism of that kind of authority.

Duping subjects into believing they were administering painful electric shocks
to another person is inherently disquieting, but it is hard to imagine how forewarning
them about the use of deception would not have destroyed the validity of the investi-
gation. Furthermore, Milgram’s follow-up treatments were unusually extensive. During
the postexperimental debriefing session, he made sure that each subject was shown the
reality of the experimental situation and had a friendly reconciliation with the learner
and an extended discussion with the experimenter about the purpose of the study and
why it was thought necessary to use deception. Subjects who had obeyed the experi-
menter when ordered to keep administering the electric shocks were told that their
behavior was not abnormal, and that the feelings of conflict or tension they had expe-
rienced were shared by other subjects. The subjects were told that they would receive
a comprehensive written report at the conclusion of the study. The report they received
detailed the experimental procedures and findings, and the subject’s own part in the
research was treated with dignity. Subjects also received a questionnaire that asked
them once again to express their thoughts and feelings about their behavior. One year
after the experiment was completed there was an additional follow-up of 40 of the
experimental subjects, who were intensively interviewed by a psychiatrist in order to
rule out any delayed injurious effects resulting from the experiment.

Milgram’s follow-up treatments were more comprehensive than is characteristic
of most studies. Subsequent ethical guidelines call for debriefing if deception is used
in research (also referred to as dehoaxing) in order to remove any misconceptions the
subjects may have about the research, allay any negative emotions or thoughts, and
leave them with a sense of dignity, knowledge, and a perception of time not wasted.
That debriefing can also provide researchers with information that subjects may be
either reluctant or unable to disclose at any other point in the study (Rotheram-Borus,
Koopman, & Bradley, 1989). For example, in experimental trials with persons infected
by HIV, it has been a common practice for many participants to share medication with
each other, gain access to drugs or treatments available outside the study, and take
multiple drugs simultaneously, thereby making it almost impossible to conduct an eval-
uation of a single drug uncontaminated by auxiliary treatments (Blanck et al., 1992).
Debriefing in this situation includes monitoring the degree and type of multiple drug
use among subjects in the trials. Jones and Gerard (1967) suggested that debriefing also
include discovery about what each subject thought of the research situation, providing
the investigator with an experiential context in which to interpret the results.

As mentioned, if the research involves any sort of deception, debriefing is
usually expected to be used to reveal the truth about the study and the careful
consideration that has been given to the use of the deception. For example, it might
be explained to subjects that science is the search for truth, and that sometimes it is
necessary to resort to withholding information in order to uncover the truth. In some
cases, however, the revelation that a deception was part of the study spawns skepticism
and leaves the subjects feeling gullible, as if they have been “had” by a fraudulent
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procedure. Thus, it is also important to weigh the welfare and rights of the participants
against the possibility that dehoaxing might itself lead to psychological discomfort
(Fisher & Fyrberg, 1994). Assuming that debriefing can be done, the researcher might
explain that being “taken in” does not reflect in any way on the subject’s intelligence
or character but simply shows the effectiveness or validity of the research design.
Presumably, the researcher took some pains to achieve an effective design so as not
to waste the subjects’ time and effort. Most important, the debriefing should proceed
gradually and patiently, with the chief aim of gently unfolding the details of any
deceptions used and reducing any negative feelings. Instead of thinking of themselves
as “victims,” the subjects should then more correctly realize that they are “coinvesti-
gators” in the search for truth (Aronson & Carlsmith, 1968; Mills, 1976; Rosnow &
Rosenthal, 1997).

PRINCIPLE III: JUSTICE

The third principle, simply called justice, implies “fairness” and, in behavioral research,
refers to the ideal that the burdens as well as the benefits of the scientific investigation
should be distributed equitably. The men who participated in the Tuskegee study could
not have benefited in any significant way, and they alone bore the awful burdens as
well. However, suppose it had been an experiment to test the effectiveness of a new
drug in curing syphilis, the strategy being to give half the men at random the new
drug and the other half a fake “pill” masquerading as the real thing (i.e., a placebo).
Would that approach have made the study any more acceptable? Research on AIDS
has made investigators sensitive to such ethical questions, and one response is to
include potential participants or surrogates for them in the decision-making process—
although this inclusion does not absolve investigators themselves of their own respon-
sibilities to protect the safety and rights of their subjects (Melton, Levine, Koocher,
Rosenthal, & Thompson, 1988). If an effective treatment is available, use of the effec-
tive treatment can be the control condition, so that the experimental comparison is
now between the new therapy and the effective alternative. The Declaration of Helsinki,
adopted by the general assembly of the World Medical Association in 2000, stipulated
that a placebo be used only when there is no other effective drug or therapy available
for comparison with the therapeutic being tested. In the case of the Tuskegee study,
there was an effective treatment available (penicillin), and depriving men of that treat-
ment made the study profoundly unjust. Another design alternative (discussed in
chapter 7), which is useful in certain randomized experiments (the Tuskegee study
was not a randomized experiment), is to use a wait-list control group; in such a
design the alternative therapy is given to the control group after it has been administered
in the experimental group and the results have been documented.

As daily life constantly reminds us, however, social, political, and legal justice
are ideals that are unlikely to be achieved in a world that is never fully just. Is fairness
or justice, then, merely in the eyes of the beholder? Philosophers make a distinction
between two orientations, the consequentialist and the deontological, and argue that
how people view ethical questions depends on their orientation. The consequentialist
view refers to the argument that whether an action is right or wrong depends on its
consequences. The deontological view is that some actions may be presumed to be
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categorically wrong no matter what their consequences (e.g., threatening a visiting
lecturer with a red hot poker). In fact, there is empirical support for the idea that
people tend to judge the world from one of these two perspectives, or from a plural-
istic orientation that encompasses aspects of both (Forsyth, 1980; Forsyth & Pope,
1984). Milgram lied to his subjects, and that lying was immoral if we believe that lying
in any form is wrong (a deontological argument). On the other hand, it would appear
that Baumrind’s views of Milgram’s research were influenced by her awareness of his
results (the consequentialist view), just as Milgram’s ideas may have been colored by
his own pluralistic approach (i.e., containing elements of both the consequentialist and
the deontological views, but not a blanket condemnation of deception). But some have
also argued that deception was not all that was at stake. The studies were “unjust”
because Milgram exposed his subjects to a possibility of unwanted and unasked-for
self-knowledge (Cassell, 1982). How we ourselves perceive those issues may be a
window into the nature of our personal orientation as consequentialist, deontological,
or pluralistic (Forsyth & Pope, 1984; C. P. Smith, 1983; Waterman, 1988).

Another early study helped to underscore the problem that injustice is not always
easily anticipated. It involved a 1973 field experiment designed in part to improve the
quality of work life at the Rushton Mining Company in Pennsylvania (Blumberg,
1980; Susman, 1976). Developed on the basis of previous research in the United
Kingdom (Trist & Bamforth, 1951; Trist, Higgin, Murray, & Pollock, 1963), the
Rushton project had as its specific aims to improve employee skills, safety, and job
satisfaction while raising the level of performance and company earnings (Blumberg &
Pringle, 1983). After months of preparation by the researchers and the mining company,
a call was issued for volunteers for a work group that would have direct responsibility
for the production in one section of the mining operations. The volunteers were
instructed to abandon their traditional roles and, after extensive training in safety laws,
good mining practices, and job safety analysis, were left to coordinate their own activ-
ities. Paid at the top rate, that of the highest skilled job classification in that section,
they became enthusiastic proponents of “our way of working.”

All was not so rosy in the rest of the mine, however. Other workers, those in the
control condition, expressed resentment and anger at the “haughtiness” of the volun-
teers and the injustice of the reward system. The volunteers had even been treated to
a steak and lobster dinner by the president of the company, the others complained. Why
should these “inexperienced” workers receive special treatment and higher pay than
other miners with many more years on the job? Rumors circulated through the mine
that the volunteers were “riding the gravy train” and being “spoon-fed,” and that auton-
omy was a “communist plot” because all the volunteers received the same rate and the
company was “making out” at their expense. The researchers were rumored to be
politically motivated to “bust the union” (Blumberg & Pringle, 1983). No matter what
the important theoretical and applied benefits of the research would have been, the
seeds of conflict were planted, and the experiment had to be prematurely concluded.

In this case we see that applied research can have its own problems and puzzles,
(uite apart from those encountered by Milgram. There was no deception or invasion
of privacy in the Rushton study, but there was the problem of “injustice” because a
sizable number of workers (nonvolunteers, to be sure) did not receive the benefits
enjoyed by those in the experimental group. Still other risks may occur in applied
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research. For example, a moral cost may be involved simply in the publication of the
results. That is, the report might (a) upset some persons who are able to identify
themselves in the publication, (b) subject the community to possible embarrassment
or to unwanted publicity, (c) make those who are identifiable vulnerable to others who
have power over them, or (d) weaken the scientific enterprise by communicating to
people that science is exploitive (Johnson, 1982). On the other hand, what would be
the social and scientific costs of not disseminating research findings? In chapter 1 we
listed the ability to communicate—and by extension, the written record—as one of
the essentials of sound scientific practice. The written record of the search for truth
is the official archive that tells us about the observations that were made, the hypoth-
eses that were examined (and those that were ignored), the ideas that were found
wanting, and those that withstood the test of further observations. One author was
quoted in chapter 1: “Scientists must write . . . so that their discoveries may be known
to others” (Barrass, 1978, p. 25).

Furthermore, “unfairness” and “injustice” are hardly limited to research situa-
tions. For example, Broome (1984) discussed the ethical issue of fairness in selecting
people for chronic hemodialysis—a medical procedure that can save the life of a
person whose kidneys have failed. It is expensive, and in many countries there are
just not enough facilities available to treat everyone who could benefit. Because with-
out treatment a patient quickly dies, how should a candidate for hemodialysis be
selected? First come, first served was one way that some hospitals chose candidates.
The inventor of hemodialysis, B. H. Scribner, is said to have selected people on the
basis of their being under 40 years old, free of cardiovascular disease, pillars of the
community, and contributors to the community’s economics. He is also said to have
taken into account whether they were married and whether they went to church. Still
another approach uses randomness. Broome (1984) pointed out that selecting people
randomly—such as by using a lottery to choose conscripts to fight in a war—is often
justified as the “fairest” procedure because everyone has an equal shot at being
selected for life or death. But suppose conscripts for the military were instead selected
not randomly, but on the grounds of who was the biggest and strongest? Which
approach is fairer: randomness or selection on the grounds of who is more likely to
survive? Some hospitals chose candidates for hemodialysis on the basis of a lottery
among those patients who were judged to be most medically suitable.

PRINCIPLE 1V: TRUST

This principle refers to the establishment of a relationship of trust with the participants
in the study. It is based on the assumption that subjects are fully informed about what
they will be getting into, that nothing is done to jeopardize this trust, and that their
disclosures are protected against unwarranted access. This last requirement is what is
meant by confidentiality, which is intended to ensure the subjects’ privacy by setting
in place procedures for protecting the data. For example, the investigator might use
a coding system in which the names of the participants are represented by a sequence
of numbers that are impossible for anyone else to identify. In cases in which partici-
pants respond anonymously and are never asked to give any information that would
identify them, their privacy is obviously protected. In certain government-funded
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biomedical and behavioral research, it is sometimes possible for researchers to obtain
from the funding agency a certificate of confidentiality, which is a formal agreement
that requires the researcher to keep the data confidential and thus exempts the data
from subpoena. However, the extent to which such a certificate can actually provide
legal protection has not yet been established in the courts, and it is further complicated
by the existence of laws that require the reporting of certain sensitive information.

For example, as stipulated by the Child Abuse Prevention and Treatment and
Adoption Reform Act (1992) and its revisions and amendments (Pub. L. No. 102-295),
each state must pass laws to require the reporting of child abuse and neglect. The
nature and wording of the statutes is left to the discretion of the states, which have
increasingly expanded the lists of individuals who are obligated to report suspected
cases (Liss, 1994). As a result, developmental psychologists working in the area of
intervention research are often pressed to report child abuse. Researchers who are
investigating abuse may be torn between reporting a suspected culprit (jeopardizing
the relationship of trust?) and losing a valuable participant in the study (jeopardizing
the validity or generalizability of the study?), or they may feel they do not have the
moral right to report a parent on the basis of their limited training and the evidence
they have. It may be that charges of abuse will not be proven, but this possibility
does not excuse researchers from their legal responsibilities (Liss, 1994). Researchers
who lack the training and clinical acumen to recognize abuse may overreport sus-
pected cases (Scott-Jones, 1994). These are obviously knotty problems, and they have
led to suggestions about the need for specialized training opportunities for some
researchers, new reporting methods in research protocols, the restructuring of ethical
guidelines in populations at risk, and further research on the predictive power and
diagnostic validity of the,relevant assessment tools (e.g., C. B. Fisher, 1994; Scarr,
1994; Scott-Jones, 1994).

PRINCIPLE V: FIDELITY AND
SCIENTIFIC INTEGRITY

The relationship between scientific quality and ethical quality is the essence of the fifth
principle, which includes a wide range of issues (Rosenthal, 1994c, 1995a; Rosenthal &
Blanck, 1993). One issue involves telling prospective participants, granting agencies,
colleagues, administrators, and ourselves that the research is likely to achieve goals
that it is, in fact, unlikely to achieve, that is, hyperclaiming (Rosenthal, 1994c). It is
true that colleagues can often figure out for themselves whether research claims are
cxaggerated, but prospective subjects are not usually equipped to question “hyper-
claims,” such as the idea that an investigation will yield a cure for panic disorder,
depression, schizophrenia, or cancer. Closely related to this problem is causism, which
means implying a causal relationship where none has been established by the available
data. Characteristics of this problem include (a) the absence of an appropriate eviden-
tial base; (b) the use of language implying cause (e.g., “the effect of,” “the impact of,”
“the consequence of,” “as a result of”’) where the appropriate language would actually
be “was related to,” “was predictable from,” or “could be inferred from”; and (c) self-
serving benefits, because it makes the causist’s result appear more important or funda-
mental than it really is (Rosenthal, 1994c). A perpetrator of causism who is unaware
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of the hyperclaim shows poor scientific training or lazy writing. The perpetrator who
is aware of the hyperclaim shows blatant unethical misrepresentation and deception.

To illustrate how a poorly trained investigator might stumble into causism,
imagine that a research protocol that comes before an IRB proposes the hypothesis
that private schools improve children’s intellectual functioning more than public schools
do. Children from randomly selected private and public schools are to be tested exten-
sively, and the research hypothesis is to be tested by a comparison of the scores earned
by students from private and public schools. The safety of the children to be tested is
certainly not an issue; yet it can be argued that this research violates the principle of
scientific integrity because of the inadequacy of the research design. The purported
goal of the study is to learn about the “causal impact on performance of private versus
public schooling,” but the design of the research does not permit sound causal inference
because of the absence of random assignment to conditions or of a reasonable attempt
to consider plausible rival hypotheses (Cook & Campbell, 1979). The design provokes
ethical objections to the proposed research because (a) students’, teachers’, and admin-
istrators’ time will be taken from potentially more beneficial educational experiences;
(b) the study is likely to lead to unwarranted and inaccurate conclusions that may be
damaging to the society that directly or indirectly pays for the research; and (c) the
allocation of time and money to this poor-quality science will serve to keep those finite
resources of time and money from better quality science. However, had the research
question addressed been appropriate to the research design, these ethical issues would
have been less acute. If the investigator had set out only to learn whether there were
“performance differences between students in private versus public schools,” the design
would have avoided the causism problem and been appropriate to the question.

The analysis of research data is another area that raises ethical issues involving
fidelity and scientific integrity. The most obvious and most serious transgression is the
fabrication of data. Perhaps more frequent, however, is the omission of data contradict-
ing the investigator’s theory, prediction, or commitment. There is a venerable tradition
in data analysis of dealing with outliers (extreme scores), a tradition going back over
200 years (Barnett & Lewis, 1978). Both technical and ethical issues are involved. The
technical issues have to do with the best statistical ways of dealing with outliers without
reference to the implications for the data analyst’s theory (discussed in chapter 10).
The ethical issues have to do with the relationship between the data analyst’s theory
and the choice of method for dealing with outliers. For example, there is some evidence
that outliers are more likely to be rejected if they are bad for the data analyst’s theory
and are treated less harshly if they are good for the data analyst’s theory (Rosenthal,
1978b; Rosenthal & Rubin, 1971). At the very least, when outliers are rejected, that
fact should be reported. In addition, it would be useful to report in a footnote the results
that would have been obtained had the outliers not been rejected.

Many researchers have been traditionally taught that it is technically improper
(perhaps even immoral) to analyze and reanalyze their data in multiple ways (i.e., to
“snoop around” in the data). We ourselves were taught to test the prediction with one
particular preplanned analysis and take a result significant at the .05 level as our reward
for a life well lived. Should the result not be significant at the .05 level, we were taught,
we should bite our lips bravely, take our medicine, and definitely not look further at
the data. Such a further look might turn up results significant at the .05 level, results
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to which we were not entitled. All this makes for a lovely morality play, and it reminds
us of Robert Frost’s poem about losing forever the road not taken, but it makes for
bad science and for bad ethics. It makes for bad science because, although exploratory
data analysis does affect p values, it is likely to turn up something new, interesting,
and important (Tukey, 1977). It makes for bad ethics because scientific data are expen-
sive in terms of time, effort, money, and other resources, and because the antisnooping
dogma is wasteful of time, effort, money, and other resources. If the research is worth
doing, the data are worth a thorough analysis and being held up to the light in many
different ways so that the research participants, funding agencies, science, and society
will get their time and money’s worth. We have more to say on this topic in chapter 10,
but before leaving this issue, we should repeat that exploratory data analysis can indeed
affect the p value obtained, depending on how the analysis was done. In chapter 14
we will show how statistical adjustments can be helpful here. Most important,
replications will be needed no matter whether the data were snooped or not.
Although all misrepresentations of findings are damaging to the progress of sci-
ence, some are more obviously unethical than others. The most blatant deliberate mis-
representation is the reporting of data that never were, which constitutes fraud (Broad &
Wade, 1982). That behavior, if detected, ends (or ought to end) the scientific career of
the perpetrator. Plagiarism (which comes from a Latin word meaning “kidnapper”) is
another breach of the fidelity principle; it refers to stealing another’s ideas or work and
passing it off as one’s own—or as one author characterized it, “stealing into print”
(LaFollette, 1992). A further distinction is sometimes made between “intentional” and
“accidental” plagiarism (Rosnow & Rosnow, 2006). By intentional plagiarism, we
mean the deliberate copying or taking of someone else’s ideas or work and then know-
ingly failing to give credit or failing to place the quoted passage in quotation marks
with a specific citation (Mallon, 1991). By accidental plagiarism, we mean the use of
someone else’s work but then innocently forgetting (not neglecting) to credit it (i.e.,
lazy writing). Intentional plagiarism is illegal, but this warning does not mean that
researchers cannot use other people’s ideas or work in their writing; it does mean that
the writer must give the author of the material full credit for originality and not
misrepresent (intentionally or accidentally) the material as one’s own original work.

COSTS, UTILITIES, AND INSTITUTIONAL
REVIEW BOARDS

We previously mentioned that, as required by federal law, institutions in which
research with human subjects is conducted are required to maintain a review board
(IRB) for the purpose of evaluating proposed investigations and monitoring ongoing
research. The researcher provides the IRB with a detailed description (or “protocol”)
of the proposed investigation, and the IRB is then required (a) to evaluate whether
the study complies with the standards for the ethical treatment of research participants
and (b) to ensure that the potential benefits to individual participants (and society)
will be greater than any risks the participants may encounter in the research (Stanley &
Sieber, 1992). Some categories of studies may be exempt from IRB review, such
as those in normal educational settings on normal educational processes; those involv-
ing educational tests, surveys, interviews, or observations of public behavior, as long
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as the individual participants cannot be identified; and research involving existing
public data (e.g., archival material) in which the individuals cannot be identified. In
practice, however, universities often require that the protocol of any proposed study
be submitted for review, so that the IRB can decide whether the study falls into a
category that is exempt from review (Scott-Jones & Rosnow, 1998).

How can researchers forearm themselves against a capricious or overly zealous
ethical review? There is no easy answer to this question, except to say that prudent
researchers must sharpen their understanding of how risks and benefits are assessed
in the review process (e.g., Brooks-Gunn & Rotheram-Borus, 1994; Ceci, Peters, &
Plotkin, 1985; Diener & Crandall, 1978; Kimmel, 1996; Rosenthal, 1994c, 1995a;
Rosnow, Rotheram-Borus, Ceci, Blanck, & Koocher, 1993; Wilcox & Gardner,
1993). When IRBs are confronted with a problematic or questionable protocol, they
are expected to adopt a cost-utility approach in which the costs (or risks) of doing
a study are evaluated simultaneously against such utilities (or benefits) as those
accruing to the research participants, to society at large, and to science. Presumably,
the potential benefits of higher quality studies and studies addressing more important
topics are greater than the potential benefits of lower quality studies and studies
addressing less important topics. Figure 3.1 shows a two-dimensional plane repre-
senting this type of analysis, in which the costs are one dimension and the utilities
are the Gther (Rosenthal & Rosnow, 1984; Rosnow, 1990). In theory, any study with
high utility and low cost should be carried out forthwith, and any study with low
utility and high cost should not be carried out. Studies in which costs equal utilities
are very difficult to decide on (B-C axis). In the case of low-cost, low-utility
research, an IRB might be reluctant to approve a study that is harmless but is likely
to yield little benefit.

As many researchers know from personal experience, however, the review pro-
cess often ignores utilities and merely uses the A-C axis value for the criterion.
Moreover, we have become convinced that, even when utilities are considered, this
cost-utility model is insufficient because it ignores the costs of research not done. By
concentrating only on the act of doing research and ignoring the act of not doing
research, the review process uses a less rigorous standard of accountability than that
aspired to by most researchers (Haywood, 1976; Rosenthal & Rosnow, 1984).
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FIGURE 3.1
A decision-plane model of the costs and utilities of
Low Do doing research. Studies falling at Point A are not
C p carried out. Studies falling at Point D are carried out.
Low High Studies falling along the diagonal of indecision, B-C,

Utility of doing are too hard to decide on.
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Researchers often complain of their frustration at having research with possible soci-
etal benefits impeded by the review process or by political interference (Brooks-Gunn &
Rotheram-Borus, 1994). In the 1990s, a prominent case involved a sexual survey of
adolescents. The study was terminated prematurely on the grounds that it had violated
community norms, but this decision simply deprived the community of data essential
to addressing health problems of general concern (Wilcox & Gardner, 1993). If an
IRB sent back a proposal for research that could conceivably find a way of prevent-
ing AIDS, on the grounds that its methodology did not ensure the privacy of the
participants, the cost in human terms of the research not done could be high. Similarly,
rejecting a sociopsychological investigation that might help to reduce violence or
prejudice, but that involved a disguised experiment in a natural setting (i.e., a decep-
tion), would not solve the ethical problem, essentially trading one ethical issue for
another.

It has been argued that it is incumbent upon researchers and their scientific
organizations to educate IRBs about the costs of research not done, and about the
costs to science and to society of not being able to replicate classic experiments that
have generated important findings (Rosnow, Rotheram-Borus, Ceci, Blanck, &
Koocher, 1993). A more complete analysis is represented by the two decision planes
shown in Figure 3.2 or by the more complex model shown in Figure 3.3 (Rosenthal &
Rosnow, 1984). Figure 3.2 is self-explanatory. Suppose, however, we added a new
diagonal A-D (not shown) to these two planes and called it the “decision diagonal”
(in contrast to B—C and B'—~C’, the diagonals of indecision). For any point in the plane
of doing, there would be a location on the cost axis and on the utility axis. Any such
point could then be translated to an equivalent position on the decision diagonal. For
cxample, if a point were twice as far from A as from D, we would see the translated
point as located two thirds of the way on the decision diagonal A-D (i.e., closer to
) than to A). The same reasoning would apply to not doing, except that closeness to
A would mean ‘“do” rather than “not do.”
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FIGURE 3.2
Pecision planes representing the costs and utilities of doing (left plane) and not doing (right plane)
research,
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Putting these decision diagonals together gives Figure 3.3, and we are now
back to two dimensions. In this composite plane, points near D tell us to do the
study. Points near D’ tell us not to do the study. Points on the indecision diagonal
leave us unsure. Points on the D'-D decision diagonal (not shown) tell us whether
we are closer to “don’t do” or “do.” The purpose of this figure is to get us all to
think about issues of cost and utility in terms of a more complete analysis. For
example, the Tuskegee study reminds us that there have been shocking instances in
which the safety of human subjects has been ignored or endangered (see also Beecher,
1970; Bok, 1978; Katz, 1972), but bureaucratic imperialism can also have serious
consequences. As West and Gunn (1978) pointed out, if ethical guidelines are imposed
absolutely, then “researchers may simply turn their attention to other topic areas that
ethics committees and review boards find less objectionable” (p. 36). The result could
be that research that needs to be done, to address vital scientific and societal ques-
tions, would cease. Considerations such as those indicated by Figures 3.2 and 3.3,
if adopted by an IRB, would make it harder to give absolute answers to questions
of whether or not particular studies should be carried out. Those who argue that a
given study is unethical and should be prohibited would have to answer in ethical
and moral terms for the consequences of their decision no less than the researchers
proposing the study.

SCIENTIFIC AND SOCIETAL
RESPONSIBILITIES

We have examined the kinds of questions concerning ethics and values that constantly
confront behavioral researchers in studies with human participants. The ethical pro-
priety of using animals in behavioral research has also attracted considerable attention,
as research on animals has played a central role in our science since its beginning
(e.g., studies by Ivan Pavlov and E. L. Thorndike). Attitudes toward the use of animals
in behavioral research vary greatly among psychologists, most of whom nevertheless
seem to approve of standard observational studies in which animals were confined in
some way but apparently disapprove of studies involving pain or death (Plous, 1996).
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Although the usual justification of animal research in psychology has been that it has
clinical applications in humans and animals, questions have been raised about how
often clinicians or clinical investigators actually draw on the results of animal research
(Giannelli, 1986; Kelly, 1986). On the other hand, a strong case has been made by
many scientists that research on animals has been the foundation for numerous
significant advances, including the rehabilitation of persons suffering from spinal cord
injuries, the treatment of diseases and eating disorders, improvement in communica-
tion with the severely retarded, and a better understanding of alcoholism (Domjan &
Purdy, 1995; N. E. Miller, 1985). For example, animal experiments by Roger Sperry,
who won a Nobel Prize for his work, revealed that severing the fibers connecting the
right and left hemispheres of the brain (resulting in a so-called split brain) did not
impair a variety of functions, including learning and memory. That important discovery
led to a treatment for severe epilepsy and made it possible for people who would
have been confined to hospitals to lead normal lives (Gazzaniga & LeDoux, 1978;
Sperry, 1968).

Just as the scientific community recognizes both an ethical and a scientific
responsibility for the general welfare of human subjects, it also assumes responsibility
for the humane care and treatment of animals used in research. There is an elaborate
regulatory system to protect animals in scientific research, including professional and
scientific guidelines (American Psychological Association, 1996), federal regulations,
Public Health Service specifications, and state and local laws (see, e.g., Plous, 1996).
Some years ago, the British zoologist William M. S. Russell and microbiologist
Rex L. Burch made the argument that, given scientists’ own interest in the humane
treatment of the animals used in research, it would be prudent to search for ways to
(a) reduce the number of animals used in research, (b) refine the experiments so that
there is less suffering, and (c) replace animals with other procedures whenever pos-
sible. Called the “three Rs principle” by Russell and Burch (1959), this principle
defines part of the moral contract to which researchers who use animal subjects
subscribe.

Each researcher must weigh his or her responsibilities to science and to society
very carefully. Even when the research is not directly funded by some agency of
society, it is at least countenanced and indirectly supported, because our society places
a high value on science and gives scientists a relatively free hand to study whatever
they want to study. There are, to be sure, limits on how far scientists can go in the
quest for knowledge, and we discussed some of those limits earlier. Society provides
the circumstances and a psychological environment that are conducive to the practice
of science. Because no scientist can guarantee that the outcome of his or her work
will actually benefit society, what then does the scientist owe society in return for that
privilege? As we have tried to show in this chapter, the researchers’ ethical responsi-
bilities are twofold: On the one hand, researchers must protect the integrity of their
work in order to ensure that it measures up to the technical standards of sound sci-
entific practice. On the other hand, researchers must also respect the dignity of those
they study and the values that allow the pursuit of scientific knowledge in a free
society.
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In this chapter, and in the following two chapters, we turn to the operationalization
and measurement of the variables of interest. Generally speaking, reliability implies
the degree to which it is possible to repeat or corroborate these measurements
(i.e., Do the measures give results that are consistent, dependable, or stable?), and
validity implies the degree to which the measures are appropriate or meaningful in
the way they claim to be. Whatever the measuring instruments employed (e.g., paper-
and-pencil or computerized tests or questionnaires, devices like magnetic resonance
imaging, or a group of judges who make ratings), researchers are usually interested
in their reliability and validity. As we will illustrate, although particular kinds of reli-
ability and validity have quite specific meanings, these concepts are generally related
to each other in ways that are often misunderstood. Later in this chapter we examine
the widespread (but incorrect) belief that having “acceptable validity” invariably
depends on having some minimum level of reliability.

We will show how to improve reliability by increasing the number of individual
components (e.g., the number of test items or the number of judges) that define the
particular instrument. However, a measure can be very reliable without being at all
valid. For example, it is possible to imagine that people blink their eyes the same
number of times a minute under a variety of circumstances (i.e., the eye-blink measure
has high reliability), but under no conditions could one predict their running speed
from their eye-blink rate (i.e., the eye-blink measure has low validity as a predictor
of running speed).

87
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It is commonly assumed that measurements made in the behavioral and social
sciences (the so-called soft sciences) are less replicable than measurements made in
the “hard sciences” (e.g., physics, astronomy, and chemistry). However, Hedges
(1987) observed that measurements reported in the hard sciences, although they were
usually more precise than in behavioral research (e.g., physical science measurements
may be quoted in which the uncertainties are billionths of a second), are not
necessarily more replicable than precise experimental measures in psychology.
Hedges collected a number of cases in astronomy and thermochemistry where there
were substantial differences between the reported values of experimental results. In
the experimental field of thermodynamics, he noted that of 64 values reported for
64 elements in 1961, 25 of them (as of 1975) were later found to be in error by
over 10%, 16 by over 30%, 8 by over 50%, 2 by over 100%, and 1 by over 245%.
Hedges added that “in other areas (such as X-ray crystallography and certain protein
assays), the folklore of the research community is that between-laboratory differences
are so large that numerical data should only be compared within laboratories”
(p. 453). In analytic chemistry, scientists working in different laboratories often
arrange for “cooperative experiments” in the expectation that there will be differences
in their quantitative analyses.

The fact is that all measurements are subject to fluctuations (called error) that
can affect reliability and validity, and this is true no matter how precise the
measurements. To illustrate, the scales at your local supermarket or corner grocery
are based on a set of standard weights. Those and other standard measurements,
which are housed at the National Bureau of Standards (NBS) in Washington, DC,
are periodically checked by the NBS in a rigorously controlled setting. The purpose
of this repeated checking is to ensure that we get what we pay for when, say, we
ask for a pound of string beans. One such standard weight is called NB10 because
its nominal value is 10 grams (the weight of two nickels). NBS technicians have
weighed NB10 weekly ever since it was acquired around 1940, while keeping all
factors known to affect such measurements (like air pressure and temperature) as
constant as possible. Listed below are five values borrowed from a longer list noted
by Freedman et al. (1991). These values represent the estimated weight of NB10
calibrated in micrograms to 6 decimal places:

9.999591 grams
9.999600 grams
9.999594 grams
9.999601 grams
9.999598 grams.

Notice that although the first four digits are consistent (at 9.999), the last three digits
are, as Freedman et al. called them, “shaky” (p. 92). They vary from one measurement
to another because of chance error (also frequently described as noise).

No matter whether the obtained measurements are of a pound of string beans, a
10-gram weight, or a psychological attribute, they can be understood as a combination
of two components: (a) the presumed actual value (or “true value”) of the thing measured
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(i.e., an ideal that would be obtained with a perfect measuring instrument) and (b) chance
error (or noise). Traditionally, this general relationship is expressed as follows:

Observed value = Actual (“true”) value + Chance (random) error.

In psychological testing, for example, because the reliability of a test reflects both
real individual differences and error fluctuations, if everyone were alike the only
measurable differences among them would be due to chance error (Graham & Lilly,
1984). The technical name for this type of error is random error, and it is presumed
to be uncorrelated with the actual value.

A further distinction is made between random error and systematic error (also
called bias). The basic difference is that random errors are thought to push measurements
up and down around an exact value, so that the average of all observed values over many
random trials should be very close to the actual value. Systematic error, on the other
hand, is understood to push measurements in the same direction and thus to cause the
mean value to be either too big or too small. Another way of thinking about this distinc-
tion is that random errors, on the average over many repeated measurements, are expected
to cancel out, but systematic errors are not expected to cancel out. Suppose the grocer
always weighs string beans with a thumb on the scale; he will inflate the price by tacking
extra ounces onto the obtained measurement (a systematic error). Or suppose we want
to estimate the weight of a child, and we weigh the child several times in a row but still
get small variations in the measurements. Assuming the fluctuations are a function of
random errors (which cancel out over the long run), we can estimate the child’s true
weight by averaging all the observed values. But suppose the scale has never been
calibrated properly and is always 3 pounds too high. To cancel this known systematic
error, we simply subtract 3 pounds from the mean of the observed values.

In chapter 7 we will describe how systematic errors in experimental research are
the main concern of internal validity—which refers to the degree of validity of statements
about whether changes in one variable result in changes in another variable. In some
situations, a little systematic error may actually be better than a lot of random error,
particularly when the direction and magnitude of the systematic error are known and can
be compensated for (Stanley, 1971). We will also discuss how certain fluctuations in
cxperimental responses due to the behavior or expectations of experimenters and research
participants constitute systematic errors and what can be done to control for these biases,
and in the next chapter we will discuss systematic rating errors made by judges and
observers and the ways in which they are usually handled. The remainder of the present
chapter is primarily concerned with methods that can be used by researchers to assess
reliability and validity in different situations. We also explore the relationship between
the concept of reliability and the role and limitations of replication in science.

ASSESSING STABILITY AND EQUIVALENCE

One situation in which reliability is a major concern is in the use of a psychological test
o measure some attribute or behavior. If the researchers are to understand the function-
ing of the test, they must understand its reliability. Three traditional types of reliability
in this situation are test-retest reliability, alternate-form reliability, and internal-consistency
reliability. Each in turn is quantified by a particular reliability coefficient, which tells
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researchers what they might expect in repeated samples or replications with similar mean
values. We start by explaining test-retest and alternate-form reliability, and then we will
have much to say about internal-consistency reliability in separate sections.

Test-retest reliability (also called retest reliability) refers to the stability of a
measure or particular instrument from one measurement session to another. The
procedure for estimating the test-retest coefficient involves administering the instrument
to a group of subjects and then administering it to the same group again later. The
Pearson correlation () between these two sets of scores indicates the test’s retest
reliability. Most researchers believe that it is important to know this type of reliability
if they plan to use a psychological test to predict or to measure trait characteristics
(which are, by definition, individual attributes that are expected to have high temporal
stability, such as someone’s usual reaction time). On the other hand, if researchers are
interested in something that is understood to be changeable or volatile under specifiable
conditions (called a state characteristic, such as mood), much lower retest reliability
would be expected.

In practice, many useful measuring instruments in the social and behavioral
sciences have test-retest reliabilities substantially lower than r = 1.0. For instance,
Parker, Hanson, and Hunsley (1988) estimated an average retest reliability for the
Wechsler Adult Intelligence Scale (WAIS) of r = .82, for the Minnesota Multiphasic
Personality fnventory (MMPI]) of r = .74, and for the Rorschach inkblot test of
r = .85. Braun and Wainer (1989) noted that typical retest reliabilities obtained by
the Educational Testing Service (the company in Princeton, NJ, which developed,
revises, and administers the Scholastic Assessment Test, or SAT) included correlations
between .3 and .6 for SAT essay scores in the humanities, and between .6 and .8 for
chemistry. To give us a feeling for what these numbers mean, Braun and Wainer
mentioned that if we ranked a group of boys by height at age 6 and then again at age
10, the expected retest correlation would be greater than .8. If we ranked the boys by
performance on an objectively scored intelligence test at two different ages, the
expected correlation would be greater than .6. By way of comparison, if the boys
were ranked once by height and again by performance on the intelligence test at the
same age, the expected correlation would be only about .2 or .3 for these relatively
unrelated variables.

Alternate-form reliability refers to the degree of equivalence of different
versions of an instrument with different components (e.g., test items) that are all
intended to measure the same thing (e.g., an attribute of some kind). Because alter-
nate forms of a test must, by definition, be interrelated, we expect them to be highly
correlated with one another when they are administered to the same individuals in
the same session. Thus, the correlation between them at a particular time is one
indication of how equivalent the measurement content of one form of the instrument
is to the content of another form (also called equivalent-forms reliability by
Guilford, 1954). To be equivalent in a statistical sense, however, the instruments
are also expected to have similar variances, as well as similar intercorrelations with
other theoretically relevant criteria (Gulliksen, 1950; Nunnally & Bernstein, 1994).
Why should a researcher want more than one form of a measuring instrument?
Suppose the research participants were administered the same test twice. The retest
reliability might be artificially inflated because of the subjects’ familiarity with the
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Time 1 Time 2
TA1A2

Form A (stability) ————— Form A

TA1B1 T'A2B2
(equivalence) (equivalence)

rB1B2

Form B ———— (stability) ———— Form B

FIGURE 4.1

Correlational indices of stability and equivalence of a test administered in
two forms (A and B) to the same participants at Time 1 and Time 2.

items, but we can avoid this problem by using two or more equivalent forms of the
same instrument. Not all measuring instruments have equivalent forms, but many
of the most popular psychological tests do.

Figure 4.1 illustrates the reliability coefficients for stability and equivalence in
the case of alternate forms A and B of a test administered to the same participants at
Times 1 and 2. Some of the correlations can be more precisely characterized as
stability coefficients (i.e., correlations between scores on the same form administered
to the same people at different times) and others, as coefficients of equivalence
(i.e., correlations between scores on different forms administered to the same people
at approximately the same time). Stability coefficients include the correlation between
repeated administrations of Form A at Times 1 and 2 (r,,,,) and the correlation
between repeated administrations of Form B at Times 1 and 2 (ry,,). Coefficients of
equivalence include the correlation between Forms A and B at Time 1 (r,,5,) and the
correlation between Forms A and B at Time 2 (r,,5,). Not shown in this figure are
the correlation between Form A at Time 1 and Form B at Time 2 (r, ,), or the cor-
relation between Form B at Time 1 and Form A at Time 2 (ry,,,); they are sometimes
referred to as cross-lagged correlations because one of the two variables (A or B) is
treated as a time-lagged value of the other variable. In chapter 8 we will illustrate
how cross-lagged correlations have been used to try to tease out hypothesized causal
chains in relational research designs.

We repeat that there can be difficulties in interpreting test-retest correlations. For
example, one difficulty is distinguishing between the effect of memory and the effect of
real changes (Remmers, 1963). If the interval between the two testing sessions is too
short, the test-retest correlation may be inflated by the effect of memory in increasing
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the consistency of responses. On the other hand, if the interval is too long, there may be
some real change in the characteristic being measured, which in turn could lower the
retest correlation. Practice might also lead to varying amounts of improvement in the
retest scores of some individuals on certain reasoning tests, because a person who has
figured out a general solution will find it easier to solve similar problems more quickly
on the retest (Anastasi & Urbina, 1997). If many respondents are inattentive because they
do not feel the research is very important, their attitude could be reflected in noticeably
diminished retest reliability (Rosnow, Skleder, Jaeger, & Rind, 1994). Furthermore, there
really is no single retest reliability for a test, as the stability coefficient depends in part
on the time interval between the two measurements (Thorndike, 1933).

Professional standards for educational and psychological testing nevertheless
insist that test manuals attempt to specify an optimum interval between the test and
the retest as well as any real changes (e.g., the effects of counseling, career moves,
psychotherapy) that may affect measurement stability (American Psychological
Association, 1985). If we know (through some independent observations, for
example) that real changes in behavior have occurred, we can infer whether an
instrument used to measure that behavior was sensitive enough to detect the changes
(Martin & Bateson, 1986). Knowing that the behavior changed, resulting in changes
in persons’ relative standings, but finding a retest correlation near r = 1.0 would
be a red fldg that the instrument is insensitive to the behavioral change (Lindzey &
Borgatta, 1954).

INTERNAL-CONSISTENCY RELIABILITY
AND SPEARMAN-BROWN

The third type of reliability is internal-consistency reliability; it tells us the degree of
relatedness of the individual items or components of the instrument in question when we
want to use those items or components to obtain a single score. Because it indicates how
well the separate items or components “hang together,” it is also called the reliability of
components. To distinguish it from other indices of reliability, we use the symbol R (and
a superscript to denote the approach used to calculate this reliability). We focus this and
the following section on three popular, classic approaches: (a) the Spearman-Brown
equation, (b) Kuder and Richardson’s Formula 20, and (c) Cronbach’s alpha coefficient.
If we judge the internal-consistency reliability of a test to be too low, we can increase
the value of R by increasing the number of items, as long as the items remain reasonably
homogeneous (i.e., the new items are similarly correlated with the old items and with
each other, and all items, old and new, have the same variance). What constitutes an
acceptable level of internal-consistency reliability? There is no specific criterion of
acceptability; it would depend on the situation, but Parker et al. (1988) estimated the
average internal-consistency reliability of the WAIS to be .87, which they compared with
their estimate of the average internal-consistency reliability of the MMPI (.84) and the
Rorschach inkblot test (.86). Generally speaking, values of this magnitude are considered
very substantial by psychometric standards, but tests with much lower levels of reliability
have still been found very useful.

We begin with RS and the Spearman-Brown equation that is used to calculate
it. This approach is particularly convenient to use in predicting how changing the
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length of a test should affect the total reliability of the test. The Spearman-Brown
equation, which takes its name from the fact that Charles Spearman (1910) and
William Brown (1910) independently reported it in the same issue of the British
Journal of Psychology, is represented in the following expression:

R = A 4.1
1+(n— Dn 1)
where R is the reliability of the sum of n item scores, and r; is the mean intercor-
relation among all the items (i.e., the item-to-item correlation, or the reliability of a
single item).
To illustrate, suppose we administer a three-item test to a group of people and

calculate the following correlations among the items: r;, = .45 (ie., the correlation
between scores on Item 1 and Item 2), r,; = .50, and ry; = .55. The mean of these
correlations is r, = .50 (i.e., the average item reliability), and substituting in Equation
4.1, with n = 3 items, gives us
3(.50)
sB— WU
B =13G6=Ds0 ="

which is the overall (or composite) reliability of the test as a whole, when it is also
assumed that all items have the same variance. This reliability will increase mono-
tonically with increased test length as long as the items being added are relevant and
are not less reliable than the items already in the test (Li, Rosenthal, & Rubin, 1996).
To give an extreme case, suppose the items being added were pure noise. Because
their addition would increase the error variance, the reliability of the total of all items
would decrease (unless the new items were given zero weight when the test is scored).
The point is that the Spearman-Brown equation formally assumes that the items in
the composite test, whose score is the simple total of all items, measure the same trait
and have the same variance, and that all pairs have the same correlation. To the extent
that those assumptions are more and more violated, the Spearman-Brown equation
and its implications are less and less accurate.

However, let us assume those assumptions are not violated by the addition of
three new items we have created that will double the test length. We now want to
estimate the reliability of the six-item test as a whole. Assuming no change in the
item-to-item (i.e., mean) correlation with the addition of our three new items (i.e., r,
remains at .50), using Equation 4.1 gives us

w6500
R =1%G6—-Dns0 " 3¢

What if we want to further increase the length of the test, going to nine items? Assuming
the new items meet the aforementioned assumptions, using Equation 4.1 gives us

w_ 950 _
R =130 -ns0 ="

In all, if we double the test length, we expect to increase its internal-consistency
reliability from .75 to .86. Tripling the test length, we expect to increase its internal-
consistency reliability to .90. We find that, by adding similar new items, we can keep
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improving the internal-consistency reliability. However, there is a psychological limit
to how many items we should add, because the larger the number of items, the more
likely it is that fatigue and boredom will result in inattention and careless (or inaccurate)
responding.

To find out quite directly how many items (n) we will need to reach any particular
level of internal-consistency reliability, we rearrange Equation 4.1 as follows:

_R%(L=n)

=, 4.2
" Hi (1 - RSB) ( )
with all symbols defined as before. Continuing with our three-item test, where we had
mean item-to-item reliability of r, = .50, we want to know how many items, all
averaging r; = .50, we need to achieve a Spearman-Brown internal-consistency
reliability of .90. Substituting in Equation 4.2, we find
_.90(1 —.50) _
"= 500 =00

Thus, the value of the Spearman-Brown procedure is not only that it allows us to
estimate the expected increase in internal-consistency reliability (Equation 4.1), but
that it cag also tell us quite directly the number of items we need to reach a desired
level of reliability (Equation 4.2).

Table 4.1 is a useful summary table (Rosenthal, 1987a). It gives the internal-
consistency reliability (RSE) of values ranging from one to 100 items. Thus, given
the obtained or estimated mean reliability (r;,) and the number of items (n) in a
test, we can look up the internal-consistency reliability (RS8) of the test. Alterna-
tively, given the obtained or estimated mean reliability (7,,) and the desired internal-
consistency reliability (RS8), we can look up the number of items (n) we will need.
As we illustrate shortly, Table 4.1 is also useful when, instead of a test made up
of a number of items, we have a group of judges or raters and want to estimate
values similar to those above.

KR20 AND CRONBACH’S ALPHA

The reliability literature is immense, and the Spearman-Brown method is one of
several classic approaches to internal-consistency reliability. Another method was
created by Kuder and Richardson (1937). For a long time, the standard method for
estimating the reliability of components was to correlate one half of the test with the
other half, a correlation yielding split-half reliability (e.g., correlating the odd- and
even-numbered items). The problem is that we can get different split-half correla-
tions, depending on how a test is divided in half. Kuder and Richardson created a
number of equations, of which the 20th has become the most famous and has come
to be called KR20 (symbolized here as R¥E2%) 1t implies the split-half reliability
based on all possible splits, and it is used when test items are scored dichotomously.
In a true-false achievement test, for example, correct answers would be scored 1 and
incorrect answers 0. In a psychological test in which there are no right or wrong
answers, the score of the answers would be 1 or 0 based on the scoring key and the
objective of the test.



TABLE 4}

Internal consistency reliability (R?) of the sum or mean of a sample of n items or judges

Mean reliability (r; or rjj)

n 01 03 .05 10 A5 20 25 30 35 40 45 50 55 .60 .65 .70 75 .80 85 90 95
1 01 .03 .05 .10 A5 .20 25 30 35 40 45 .50 .55 .60 .65 .70 15 .80 .85 .90 95
2 .02 .06 .10 18 .26 33 40 46 52 57 .62 .67 71 75 79 82 .86 .89 92 95 97
3 .03 .08 .14 25 35 43 .50 .56 .62 .67 71 75 79 .82 .85 .88 90 92 94 96 98
4 .04 A1 17 31 41 .50 57 .63 .68 73 17 .80 .83 .86 .88 .90 92 .94 .96 97 *
5 .05 13 21 36 47 .56 .62 .68 73 a7 .80 .83 .86 88 90 92 94 95 97 98 *
6 .06 .16 24 40 51 .60 .67 72 .76 .80 .83 .86 .88 .90 92 93 95 .96 97 98 *
7 .07 18 27 44 55 .64 .70 75 .79 82 .85 .88 .90 91 93 94 95 97 98 98 *
8 .07 20 .30 47 .59 .67 73 77 81 84 .87 .89 91 92 94 95 .96 97 98 * *
9 .08 22 32 .50 .61 .69 75 .79 .83 .86 .88 .90 92 93 94 .95 96 97 98 * *
10 .09 24 .34 .53 .64 71 a7 81 .84 87 .89 91 92 94 95 .96 97 98 98 * *
12 11 27 39 57 .68 75 .80 .84 .87 .89 91 92 94 95 96 97 97 98 * * wx
14 12 .30 42 .61 71 78 82 .86 .88 90 92 93 94 95 96 97 98 98 * * **
16 .14 33 46 .64 74 .80 .84 .87 90 91 93 94 95 .96 97 97 98 .98 * * o
18 15 .36 49 .67 .76 .82 .86 .89 91 92 94 95 96 .96 97 98 98 * * * **
20 17 .38 51 .69 78 .83 .87 90 92 93 94 95 .96 97 97 .98 98 * * * *x
24 20 43 .56 .73 81 .86 .89 91 93 94 95 96 97 97 98 98 * * * Hok HE
28 22 46 .60 .76 .83 .88 .90 92 94 95 .96 97 97 98 98 98 * * * *E wE
32 24 .50 .63 78 .85 .89 91 93 95 96 .96 97 98 98 98 * * * * ** K
36 27 53 .65 .80 .86 .90 92 .94 95 96 97 97 98 98 * * * * *k wE **
40 29 .55 .68 82 .88 91 93 .94 96 .96 97 98 .98 98 * * * * ** *E **
50 34 .61 72 .85 90 93 94 .96 .96 97 .98 98 98 * * * * *E wx ** K
60 .38 .65 .76 .87 91 94 95 .96 97 98 98 98 * * * * * ** ** ** w*
80 45 1 81 .90 93 95 96 97 .98 98 98 * * * * * ** o K *x *x
100 .50 76 .84 .92 95 96 97 98 98 * * * * * * HE *E *E ok *E o
g Note: * = approximately .99; ** = approximately 1.00.
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To illustrate the application of KR20, we refer to Table 4.2, in which 8 people
responded to three dichotomous items. The formula for computing KR20 is

RKR20 — ( n )(6’2 — ZPQ), 4.3)

n—1 o2

in which n» = number of items in the test; Gtz = variance of the total test score;
P = proportion of responses scored 1 for each item in turn; Q = 1 — P (i.e., the
proportion of responses scored 0 for each item); and XPQ instructs us to sum the
products of P and Q over all items. The variance of the total test score (a?) is
obtained from the total scores (f) of the persons (p) tested:

X(t,—5)

ol = __P_’ “4.4)

where 7p is the mean of all the #, scores. For our three-item test, we would compute
the variance of the total test score as follows:

62— [(3-225)2 + (3-225)2 + (2-2.25) + 3-2.25)2 + (1-2.25)% + (0~ 2.25)2 + (3-2.25)2 + (3-2.25)2]
2=
8
=1.1875

We obtain the value of 2PQ from Table 4.2 as follows:
SPQ = 234 + .188 + .109 = .531

TABLE 4.2
Responses of eight participants to three dichotomous items

Items
Participants 1 2 3 Total (1)
Person 1 1 1 1 3
Person 2 1 1 3
Person 3 0 1 1 2
Person 4 1 1 1 3
Person 5 0 0 1 1
Person 6 0 0 0 0
Person 7 1 1 1 3
Person 8 1 1 1 3
P .625 750 875
Q 375 250 125
PpQ = O'i2 234 .188 .109 uf" = 1.188
bg? .268 214 125 Sf = 1.357
r, = .745 3.PQ = 531
r, = .488 b3.5%? = .607
r,, = .655

r, = 629
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substitution in Equation 4.3 yields

oo [ 3 )(1.188—0.531 ~
R ‘(3—1 1188 )“'830

The Kuder-Richardson equation is also understood to be a special case of a
nore general expression called Cronbach’s alpha, or the alpha coefficient—which
ve symbolize as RC™"ak to emphasize that it was Lee J. Cronbach (1951) who
ieveloped this approach. The 62 value of Equation 4.3 is replaced by $2, the variance
Of the total test scores of the p persons tested:

_2B—5)
St= ST 4.5)

The 3PQ value of Equation 4.3 is replaced by 2(5?), the sum of the variances of the
individual items, that is,

$2—3(s?
[RCronbach — (n z 1)( t Sztz:( )>’ 4.6)
or alternatively,
st
RCronbach — (n Z 1)(1 _ Zg% )) (47)

For the data of Table 4.2, we find

Cronbach — é (1357 _ 607) —
R = (2) 1357 )= 829

within rounding error of the +value we obtained for KR20.

Cronbach’s alpha coefficient can also be estimated from the analysis of
variance, which makes the alpha coefficient convenient when there are large
numbers of items and it becomes cumbersome to calculate the intercorrelations by
hand. To illustrate we refer to Table 4.3, which summarizes the analysis of variance
obtained on the data in Table 4.2. The estimation of coefficient alpha from those
results is as follows:

MS, + (7 — 1) MSiesi
Cronbach — n ) _ persons residual
K <n -1 (1 (n)MSpersons >’ (48)

TABLE 4.3

Repeated-measures analysis of variance on results in Table 4.2
Source Sum of squares . df Mean squares
Between persons 3.167 7 452

Within persons
ltems .250 2 125
ltems X Persons 1.083 14 .077
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where n is the number of items, and the other symbols are defined in Table 4.3
(Li & Wainer, 1998). Substitution in Equation 4.8 gives us

Cronbach — é _ 452 + (2)077) _
k (2)(1 G452 )-8

To bring the discussion full circle, we now use the Spearman-Brown formula
(Equation 4.1) to compute the reliability of the data in Table 4.2:

st —__3(:629)

=TT 3-1.629 836

In this illustration, all the obtained estimates of internal-consistency reliability are
quite similar. Li and Wainer (1997) showed that when all item variances are equal,
the estimates obtained from these methods should be identical, as the methods are
mathematically equivalent.

EFFECTIVE RELIABILITY OF JUDGES

The same reliability procedures are applicable when researchers use judges to classify
or rate things and want to estimate the reliability of the judges as a group, or what
we calf effective reliability. Suppose there are three judges who rate five clients who
have been administered a counseling or clinical treatment, with the results shown in
Table 4.4. We approach this question the same way we approached that of “How many
items?” in the previous discussion. Using the Spearman-Brown formula (Equation 4.1),
with notation redefined, we can estimate the effective reliability of the 3 judges
(assuming the reliability of the individual judges is similar; Li et al., 1996; Tinsley &
Weiss, 1975; Overall, 1965) by using the following formula:

nr;

e 4.9

1+(n—1Dr’ (4.9)
TABLE 4.4
Ratings and intercorrelations for
three judges
Judges

Clients A B C
Person 1 5 6 7
Person 2 3 6 4
Person 3 3 4 6
Person 4 2 2 3
Person 5 1 4 4
g = 645
rFae = -800
e = 582

r; = .676
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where RSE is the effective reliability (i.e., reliability of the total set of judges), n is
the number of judges, and T is the mean correlation among all the judges (i.e., our
estimate of the reliability of an individual judge). Applying Equation 4.9 to the results
in Table 4.4, we find

3(.676)

SB — il St A
R =1T3-1676

= .862.
We again consult Table 4.1, in which case we can estimate any one of the three
values once we know the other two. For example, given an obtained or estimated
mean reliability of r; = .40, and assuming we want to achieve an effective reliability
of RS8 = .85 or higher, we will need at least n = 9 judges.

Alternatively, using Equation 4.8, we can compute Cronbach’s alpha coefficient
from the information in Table 4.5, with results as follows:

cram (31 - S0 2085) _

Another classic analysis of variance (ANOVA) procedure, introduced by
C. Hoyt (1941), allows us to estimate the effective reliability by

MSpersons — MSresidual

Hoyt —
R MSperons (4.10)

from which we obtain

Rtiort — 6.00 oé) 85_ geq

It turns out that R is identical to Equation 4.8, the ANOVA-based procedure for
estimating RCnback,

To obtain an estimate of the judge-to-judge reliability, we use the following
formula to calculate the intraclass correlation:

. - MSpersons — MSresidual
intraclass = 7jj MSpersonS + (n — 1) MStesidual’

4.11)

which, applied to the results in Table 4.5, yields

. _600-085
=600+ (3—1)085

=.669.

TABLE 4.5

Repeated-measures analysis of variance on results in Table 4.4
Source Sum of squares‘ df Mean squares
Between persons 24.0 4 6.00

Within persons
Judges 11.2 2 5.60
Judges X Persons 6.8 8 0.85
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The estimate of effective reliability that we obtained by the Spearman-Brown
procedure (RS® = .862) differs by only .004 from the estimate obtained by Cronbach’s
approach (RC™bach = 858 or by Hoyt’s method (R¥" = .858). Furthermore, the
mean correlation shown in Table 4.4 (rjj = .676) differs by only .007 from the estimate
(.669) obtained by the analysis of variance. In general, the differences obtained
between those approaches are quite small. In this simple example, the Spearman-
Brown procedure was also not an onerous one to use, with only three correlations to
compute. However, as the number of judges (or number of items) increases, it becomes
increasingly more convenient to use the analysis of variance approach. (We will see
the results in Tables 4.4 and 4.5 again in a later chapter, when we discuss repeated-
measures designs and the intraclass correlation, which is another name for the average
judge-to-judge or item-to-item reliability.)

EFFECTIVE COST OF JUDGES

In our discussion of judges, we have assumed that they were of a “single type.”
That is, they are more-or-less interchangeable, in that different judges showed
similar variance in ratings and the intercorrelations among pairs of judges
were also Very similar. In many research situations that employ judges or raters, the
interchangeability criterion applies pretty well. The judges may be undergraduate
students enrolled in introductory psychology courses, or they may be graduate
students in psychology, or they may be highly specialized mental health professionals
(e.g., psychiatrists, clinical or counseling psychologists, or psychiatric social
workers). But suppose all those types were available for use as judges. Without
special care, it does not work well to select judges with such different backgrounds,
who would very likely differ considerably in their reliabilities, or in their cost to
the researcher. Procedures are available that allow us to select the type of judge we
ought to employ to maximize effective reliability for fixed cost (Li et al., 1996).
The selection rule requires the computation of a simple quantity, called
effective cost (EC, for judge type j, i.c., the effective reliability cost of a judge of
this type):

EC = Cj(l = ’”’), 4.12)

i

where Cis the cost per judge of type j, and r_ is the average intercorrelation of judges
of type j with one another. Table 4.6 provides a feel for the quantity ECJ at various
levels of reliability and cost.

Once we have computed the effective reliability cost of each type of judge, the
selection rule requires us to rank the judge types by their effective reliability cost
from smallest (best) to greatest (worst) and to select judges starting from the best
until either the number of judges or the funds available are exhausted. By way of
illustration, suppose we want to rate the degree of anxiety shown by a series of clients
undergoing psychotherapy. Hiring college students to do the ratings would cost us
$20 per rater, and the average intercorrelation among these college students (their
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TABLE 4.6
Table of effective reliability cost (EC)

Reliability (rjj or ry)

Cost
8 .05 .10 20 30 40 .50 .60 .70 .80 .90
1 19 9 4 2.33 1.50 1 0.67 0.43 0.25 0.11
5 95 45 20 11.67 7.50 5 333 2.14 1.25 0.56
10 190 90 40 23.33 15.00 10 6.67 4.29 2.50 1.11
15 285 135 60 35.00 22.50 15 10.00 6.43 3.75 1.67
20 380 180 80 46.67 30.00 20 13.33 8.57 5.00 222
30 570 270 120 70.00 45.00 30 20.00 12.86 7.50 3.33

40 760 360 160 93.33 60.00 40 26.67 17.14 10.00 4.44
50 950 450 200 116.67 75.00 50 3333 21.43 12.50 5.56
60 1140 540 240 140.00 90.00 60 40.00 25.71 15.00 6.67
70 1330 630 280 163.33  105.00 70 46.67 30.00 17.50 7.78
80 1520 720 320 186.67  120.00 80 53.33 34.29 20.00 8.89
90 1710 810 360 210.00  135.00 90 60.00 38.57 22.50 10.00
100 1900 900 400 233.33  150.00 100 66.67 42.86 25.00 11.11
200 3800 1800 800 466.67  300.00 200 133.33 85.71 50.00 2222
300 5700 2700 1200 700.00  450.00 300 200.00 128.57 75.00 3333
400 7600 3600 1600 93333  600.00 400  266.67 171.43 100.00 44.44

4
Note: The effective cost values can be obtained from the following equation:

1—r . . . - . .
EC = Cost (T), where r can refer either to the average judge-to-judge reliability (rjj) or the average item-to-item

reliability (r,).

reliability) is .40. Thus, from Equation 4.12, the effective reliability cost for each
college student is

1 — Ftudent
ECsudent = Cstudent(¢

Tstudent

=$20(%) = $30

Hiring experienced clinicians would cost $400 per clinician rater, and the average
intercorrelation among these clinicians is .60. The effective reliability cost for each
clinician is :
ECCiinician = Cllinician (L;ﬁ@)

_ 1- .60) _

_$400<—_.6O =$266.77
In this example, our best strategy to maximize the effective reliability for a fixed
cost would be to choose only college students as raters. Table 4.1, based on the
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Spearman-Brown procedure, indicates that it would take 6 college student raters
(with a mean reliability of .40) to produce an effective reliability of .80. The total
cost is the effective cost multiplied by the number (n) of judges, and so the total
cost = $30 X 6 = $180. To achieve an effective reliability of .90 would require that
we employ 14 college student raters with total cost of $30 X 14 = $420. If we used
experienced clinicians (with a mean reliability of .60), Table 4.1 shows that we would
require only 3 raters to reach an effective reliability of about .80 and 6 raters to reach
an effective reliability of .90. We would need fewer raters, but the cost would be a
good deal more than that of choosing college students, that is, $266.67 X 3 = $800
to reach an effective reliability of about .80 (compared to $180 for college students).
Employing clinicians to reach an effective reliability of .90 would cost $266.67 X 6 =
$1,600 (compared to only $420 for college student raters).

Suppose that, in our thinking about the selection of raters to maximize reliability
for a fixed cost, we add a third type of rater, for example, graduate students in clinical
psychology. Further, assume that hiring a graduate student rater would cost $35, and
that the average intercorrelation among graduate student raters is .55. Then, from
Equation 4.12, the effective reliability cost is

1—-.55
.55

EC= $35( )=$28.64

Because the effective reliability cost of $28.64 per graduate student is lower than the
effective cost of $30 per undergraduate student, our best strategy to maximize effective
reliability would be to choose only graduate students. If not enough graduate students
are available (e.g., we want seven to achieve an effective reliability of .90, but only
four are available), we can employ all that are available and add raters of the type with
the next lowest effective reliability cost (college students in this example).

When two or more different types of judges (i.e., those differing in their
average judge-to-judge intercorrelations, as in the present example) are employed,
the Spearman-Brown formula does not apply, nor does Equation 4.1, which is based
on the Spearman-Brown. Instead, we can use slightly more specialized equations,
which are described elsewhere (Li, 1994; Li et al., 1996). These equations allow us
to compute an overall reliability when two or more different types of judges are
employed and we want to estimate a single effective reliability as opposed to
computing reliabilities for each different type of judge or rater.

EFFECTIVE COST OF ITEMS

We have discussed the effective reliability of judges in two conditions: (a) when
judges are of a single type and (b) when they are of two or more types. Everything
we have said about judges or raters applies equally to the items of a test. Thus, the
selection rules for choosing the type of judges to maximize effective reliability (for
fixed cost) also apply to the selection of items to maximize the internal-consistency
reliability of a test (for fixed cost).

For example, suppose we want to construct a test of content mastery with both
essay questions and multiple-choice items available. The essay items cost $1.00 to score,
and their average intercorrelation (i.e., item-to-item reliability) is , = .60. Multiple-choice
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items cost only $.01 to score, but their average intercorrelation is only r, = .10. Using
Equation 4.12, we find that the effective cost (EC) for an essay item is

ECessay =G <1;—“ru>

= $1.oo(%) =$0.67,

and the effective cost for a multiple-choice item is

EC

multiple-choice

1-.10
= $0.01 (—1—0—> = $0.09.

To maximize internal-consistency reliability—say, for a fixed cost of $7—we
would choose 700 multiple-choice items (mean reliability of .10), yielding an internal-
consistency reliability of RS® = .99. If we had spent $7 on 7 essay items (mean reliability
of .60), our internal-consistency reliability would have been lower (RS2 = 91). Had there
been only 200 multiple-choice items available, we would have used these at a cost of
$2 and added 5 essay items at a cost of $5. Using equations that are available elsewhere
(Li et al., 1996), we could compute the internal-consistency reliability of this hybrid test
as R8 = 97, which is lower than the test composed of 700 multiple-choice items but
higher than the test composed exclusively of 7 essay items.

INTERRATER AGREEMENT
AND RELIABILITY

An unfortunate practice among many researchers is to confuse the percentage of
agreement of judges or raters with their interrater reliability. Interrater agreement and
interrater reliability are not merely synonyms. As we will now show, percentage
agreement is often ambiguous and can be quite misleading (even in the case of just
two judges). To calculate the percentage of agreement of the judges, we need to know
the number of agreements (A) and the number of disagreements (D) among them.
Then we simply substitute this information in the following formula:

Percentage agreement = (Z—I-LI\-—D)IOO’ (4.13)

or we can compute the net agreement of the judges by

_(A=-D
Net agreement = <m)100. ; (4.14)

The specific failing of both these indices is that they do not differentiate between
accuracy and variability (Cohen, 1960; Robinson, 1957; Rosenthal, 1987a; Tinsley &
Weiss, 1975).

Table 4.7 shows that percentage agreement can be a very misleading indicator
of interjudge reliability. In Part A of this table, Smith and Jones independently have
two judges evaluate the same 100 film clips of children for the presence or absence
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TABLE 4.7
Examples of percentage agreement

A. Two cases of 98% agreement

Smith’s results Jones’s results
Judge A Judge C
Judge B Frown No frown Judge D Frown No frown
Frown 98 1 Frown 49 1
No frown 1 0 No frown 1 49
Agreement = 98% Agreement = 98%
rys (phi) = —.01, and %7 = 0.01 rep (phi) = +.96, and xfi) = 92.16

B. Two cases of 50% agreement

Hill’s results Reed’s results
Judge E Judge G
Judge F Frown No frown Judge H Frown No frown
Frown 50 25 Frown 25 50
No frown 25 0 No frown 0 25
Agreement = 50% Agreement = 50%
rge (Phi) = —.33, and 3, = 11.11 Fou (Phi) = +.33, and xf) = 1111

of frowning behavior, with the results as shown. Based on Equation 4.13, Smith finds
that the percentage agreement between Judges A and B is

Percentage agreement = (g%) 100 =98%

and Jones finds that the percentage agreement between Judges C and D is

Percentage agreement = (—9-39—%)100 =98%
The percentages are identical, yet in Table 4.7 we can clearly see that the original
data collected by Smith and Jones are very different. Judges A and B in Smith’s study
may have shared the same bias, each judge showing a variance (S?) of only .01. Judges
C and D in Jones’s study were consistently unbiased, each judge showing a variance
(5% of .25.

A better procedure would be to report the product-moment correlation (7). In
this case, it is natural to report the phi (¢) coefficient, which is the product-moment
r for a 2 X 2 table of counts. Rearranging Equation 2.1 in Chapter 2, we obtain

_ [xi
b= N (4.15)
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For Smith’s results, solving Equation 4.15 yields

- /01 __
r= 0= 0.01,

whereas for Jones’s results, we find

_ /9216 _
r= 00 = 96.

Clearly the effect size correlation is more sensitive than percentage agreement to the
quite noticeable difference between Smith’s and Jones’s results in Table 4.7.

Part B of Table 4.7 shows two additional cases of percentage agreement obtained
by Hill and Reed. This time, the two investigators both obtained an apparently chance
level of agreement (i.e., 50%). Both results, however, are very far from reflecting
chance agreement, both with p = .0009. Most surprising, perhaps, is that Hill obtained
a substantial negative reliability (» = —.33), whereas Reed obtained a substantial
positive reliability (r = +.33). This is another illustration of why percentage agreement
is not a very informative index of reliability.

COHEN’S KAPPA

Jacob Cohen (1960) developed a popular index called kappa (x), which successfully
addresses some of the problems of percentage agreement. In particular, kappa is
adjusted for agreement based on simple lack of variability, as illustrated in Table 4.7,
where in Smith’s study both judges reported 99% of the expressions they saw as
frowning behavior. Table 4.8 gives an example of the type of situation in which kappa
is often employed. Suppose that two clinical diagnosticians have examined 100 people
and assigned them to one of four classifications (schizophrenic, neurotic, normal, and
brain damaged). The three quantities needed to compute kappa are symbolized as
O, E, and N.

TABLE 4.8
Results of two diagnosticians’ classification of 100 persons into one of
four categories

Judge 1
A B C D
Judge 2 Schizophrenic Neurotic Normal Brain-damaged Sum
A Schizophrenic 13 0 0 12 25
B Neurotic 0 12 13 0 25
(" Normal 0 13 12 0 25
) Brain-damaged 12 0 0 13 25
Sum 25 25 25 25 100

_O—E _50-25

Kdf=9) = N=F =100 =25

=.333



106 OPERATIONALIZATION AND MEASUREMENT OF DEPENDENT VARIABLES

The value designated as O refers to the observed number on which the two judges
have agreed (i.e., numbers on the diagonal of agreement), which in this example is
O =13 + 12 + 12 + 13 = 50. The value designated as E refers to the expected
number under the hypothesis of only chance agreement for the cells on the diagonal
of agreement. For each cell, the expected number is the product of the row total and
the column total divided by the total number of cases, which in this example gives us
E = (25 X 25)/100 + (25 X 25)/100 + (25 X 25)/100 + (25 X 25)/100 = 6.25 +
6.25 + 6.25 + 6.25 = 25. And N is the rotal number of cases classified, or in this
example N = 100. The equation for Cohen’s kappa is

=9=£, (4.16)

and substitution in this equation yields (50 — 25)/(100 — 25) = .333.

Although Cohen’s kappa is clearly an improvement over percentage agreement,
as an index of interrater reliability it does raise some serious questions. When we are
working with tables larger than 2 X 2 (e.g., the 4 X 4 example in Table 4.8), kappa
suffers from the same problem as does any statistic with df > 1 (which we call
omnibus statistical procedures, distinguishing them from 1-df tests, called focused
statistical procedures). The problem with most omnibus kappas is that we cannot
tell which focused or specific judgments are made reliably and which are made unre-
liably. Only when kappa approaches unity is its interpretation straightforward; that is,
all judgments are made reliably (Rosenthal, 1991b).

We illustrate the difficulty in interpreting kappa by returning to Table 4.8. The
4 X 4 table we see, based on 9 df (i.e., the number of rows minus 1 times the number
of columns minus 1), can be decomposed into a series of six pairwise 2 X 2 tables,
each based on a single df, and each addressing a focused (very specific) question about
the reliability of dichotomous judgments. These six focused questions pertain to the
reliability of

Variable A versus Variable B,
Variable A versus Variable C,
Variable A versus Variable D,
Variable B versus Variable C,
Variable B versus Variable D, and
Variable C versus Variable D

Table 4.9 shows the results of computing kappa separately for each of these six
pairwise 2 X 2 tables. Of the six focused or specific reliabilities that were computed,
the subheadings note that four are kappas of 1.00, and two are kappas near zero
(.04 and —.04). The mean of all six of these 1-df kappas is .667, and the median is
1.00; neither value is predictable from the omnibus 9-df kappa value of .333.

To demonstrate even more clearly how little relation there is between the
omnibus values of kappa and the associated 1-df kappas (i.e., the focused reliability
kappas), we refer to Tables 4.10 and 4.11. Table 4.10 shows an omnibus 9-df kappa
value of .333, exactly the same value as that shown in Table 4.8. Table 4.11 shows
the six focused reliabilities of df = 1 associated with the omnibus value of kappa



TABLE 4.9
Breakdown of the 9-df omnibus table of counts of Table 4.8 into
six specific (focused) reliabilities of df = 1 each

A. Schizophrenic versus neurotic (kappa = 1.00)

A B
Categories Schizophrenic Neurotic Sum
A Schizophrenic 13 0 13
B Neurotic 0 12 12
Sum 13 12 25

B. Schizophrenic versus normal (kappa = 1.00)

A C
Categories Schizophrenic Normal Sum
A Schizophrenic 13 0 13
C Normal 0 12 12
Sum 13 12 25

C. Schizophrenic versus brain-damaged (kappa = .04)

A D

Categories Schizophrenic Brain-damaged Sum
A Schizophrenic 13 12 25
D Brain-damaged 12 13 25
Sum 25 25 50
D. Neurotic versus normal (kappa = -.04)

¢ B C
Categories Neurotic Normal Sum
B Neurotic 12 13 25
C Normal 13 12 25
Sum 25 25 50

E. Neurotic versus brain-damaged (kappa = 1.00)

Categories Neu?otic Brain-(:zmaged Sum
B Neurotic 12 0 12
1) Brain-damaged 0 13 13
Sum 12 13 25

F. Normal versus brain-damaged (kappa = 1.00)

C D
(Categories Normal Brain-damaged Sum
(* Normal - 12 0 12
1) Brain-damaged 0 13 13
Sum 12 13 25

107



108 OPERATIONALIZATION AND MEASUREMENT OF DEPENDENT VARIABLES

TABLE 4.10
Alternative results of two diagnosticians’ classification of
100 persons into one of four categories

Judge 1
Judge 2 A B C D Sum
A 25 0 0 0 25
B 25 0 25
C 25 25
D 0 0 0 25 25
Sum 25 25 25 25 100

(.333). We see that of those six focused kappas, four are kappas of .00, one is a kappa
of +1.00, and one is a kappa of —1.00. The mean and median focused kappas both
have a value of .00. Table 4.12 summarizes the two omnibus kappas of Tables 4.8
and 4.10 and their associated focused kappas of Tables 4.9 and 4.11. Thus, we have
two identical kappas, one made up primarily of perfect reliabilities, and the other
made up primarily of zero reliabilities.

Although the greatest limitations on kappa occur when it is based on df > 1,
there are some problems with kappa even when it is based on a 2 X 2 table of counts
with df = 1. The basic problem under these conditions is that very often kappa is not
equivalent to the product-moment correlation computed from exactly the same 2 X 2
table of counts. This is certainly not a criticism of kappa, since it was never intended
to be a product-moment correlation. The limitation, however, is that we cannot apply
various interpretive procedures or displays to kappa that we can apply to product-
moment correlations (such as the binomial effect size display, or BESD, which is
described in chapter 11).

Here, we need indicate only the conditions under which a 1-df kappa would, or
would not, be equivalent to a product-moment correlation (referred to as a Pearson r
in the general case or, as noted previously, the phi coefficient in the case of a 2 X 2
table of counts). Simply stated, k and r are equivalent when the row totals for levels
A and B are identical to the column totals for levels A and B, respectively. Consider
the examples in Table 4.13. Computing kappa on the data in the 2 X 2 table in Part
A, where the marginal totals for level A are identical for Judges 1 and 2 (i.e., both
sums = 80), from Equation 4.16 we obtain

80 — 68
K(df= 1 ) = 100 = 68 =.375,

and r (or equivalently, ¢) yields the identical value of .375 by computations fully
described in chapter 11, or simply by computation of the 1-df chi-square and then
substituting in Equation 4.15. In chapter 11 we also describe the binomial effect size



TABLE 4.11

Breakdown of the 9-df omnibus table
of counts of Table 4.10 into six
specific (focused) reliabilities of

df = 1 each

A. Variable A versus Variable B (kappa = .00)

Variables A B Sum
A 25 0 25
B 0 0 0
Sum 25 0 25

B. Variable A versus Variable C (kappa = .00)

Variables A C Sum
A 25 0 25
C 0 0 0
Sum 25 0 25

C. Variable A versus Variable D (kappa = 1.00)

Variables A D Sum
A 25 0 25
D 0 25 25
Sum 25 25 50

D. Variable B versus Variable C ¢kappa = —1.00)

Variables B C Sum
B 0 25 25
C 25 0 25
Sum 25 25 50

K. Variable B versus Variable D (kappa = .00)

Variables B D Sum
B 0 0 0
25 25
Sum 0 25 25

. Variable C versus Variable D (kappa = .00)

Variables C D Sum
C 0 0 0
D 0 25 25
Sum 0 25 25
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TABLE 4.12
Summary of omnibus and focused examples

Location of example

Summary of results Tables 4.8 and 4.9 Tables 4.10 and 4.11
Omnibus kappa 33 .33
Mean focused kappa .67 .00
Median focused kappa 1.00 .00

display (BESD), which can be used to interpret this particular kappa because it is
equivalent to a Pearson r.

Now consider the example in Part B of Table 4.13, in which we have the same
four cell entries and the same marginal totals as in the preceding example. The only
thing that has changed is the location of the cell with the largest count (70) so that
the marginal totals for level A differ for Judges 1 and 2 (i.e., 20 versus 80). In this
example, using Equation 4.16, we find

20 —32
K(dfz 1) = 100 =32 =-.176,

#

but 7 (¢) yields a markedly different value of —.375. We can, therefore, use the BESD
(chapter 11) for the r, but not for the kappa. Therefore, we generally recommend using

TABLE 4.13
Comparison of kappa and the product-
moment correlation

A. Kappa equivalent to phi (kappa = .375; phi = .375)

Judge 1
Judge 2 A B Sum
A 70 10 80
B 10 10 20
Sum 80 20 100
B. Kappa not equivalent to phi (kappa = —.176; phi
= —-.375)

Judge 1
Judge 2 A B Sum
A 10 70 80
B 10 10 20

Sum 20 80 100




RELIABILITY AND VALIDITY OF MEASUREMENTS 111

the other procedures discussed in this chapter rather than using kappa as an index of
reliability.

REPLICATION IN RESEARCH

Before we turn to the concept of validity, we must say something about the relationship
between reliability and replication (or repeatability). The undetected equipment
failure, the possible random human errors of procedure, observation, recording,
computation, or report are well enough known to make scientists wary of unreplicat-
ed research results. Generalizability is sought in the replication of research results
across time (a generalizability similar to test-retest reliability) and across different
measurements, observers, or manipulations (a generalizability similar to the reliability
of components). However, whereas replicability is universally accepted as one of the
most important criteria of the establishment of true constants (e.g., the speed of light),
even in the natural sciences it is not possible to repeat and authenticate every
observation at will or with exactitude. In research with human participants, we should
not think of replication as analogous to an exact photographic reproduction from a
negative.

Clearly, the same experiment in behavioral research can never be repeated by
a different worker. Indeed, it can never be repeated by even the same experimenter,
because at the very least the participants and the experimenter are older. But to avoid
the not very helpful conclusion that there can be no replication, we can speak of
relative replications. We might, for example, rank experiments on how close they are
to each other in terms of participants, experimenters, tasks, and situations, and perhaps
agree that this experiment, more than that one, is like a given standard experiment.
When researchers speak of replication, then, they are referring to a relatively exact
repetition of a research result. Three factors affecting the utility of any particular
replication as an indicator of reliability are (a) when the replication is conducted,
(b) how the replication is conducted, and (c) by whom the replication is conducted
(Rosenthal, 1990b).

The first factor—when the replication is conducted—is important because
replicated studies conducted early in the history of a particular research question are
usually more useful than replications conducted later in the history of that question.
The first replication doubles our information about the research issue; the fifth
replication adds 20% to our information level; and the fiftieth replication adds only
2% to our information level. Once the number of replications grows to be substantial,
our need for further replication is likely to be due not to a real need for repetition of
results but to a desire for the more adequate evaluation and summary of the replications
already available (described in chapter 21).

How the replication is conducted is another important factor to keep in mind,
as shown in Table 4.14. It has already been noted that replications are possible only
in a relative sense. Still, there is a distribution of possible replications in which the
variance is generated by the degree of similarity to the standard (i.e., the original
study) that characterizes each possible replication. Let us assume the original study
and the replication were correctly derived from a theory and that the original study
and the replication addressed the same prediction or theoretical claim. A precise
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TABLE 4.14
Theoretical implications of precision and success of replication

Nature of the replication

Result of replication Precise replication Varied replication
Successful Supports the theory Extends the theory
Unsuccessful Damages the theory Limits the theory

replication would be one that was intended to be as close to the original design as
possible, and a varied replication would be one in which some aspect of the original
design was intentionally varied in some way. A precise replication, if successful,
would increase our confidence in the stability of the original finding and, in turn, in
the theory that had predicted it, whereas a precise replication, if unsuccessful, would
damage the theory by making us question the original result. A varied replication, if
successful, would extend the generalizability of the theory, whereas a varied replication,
if unsuccessful, would imply either specifiable limits (or boundaries) of the theory or
make us question the original result. Thus, if we design replications to be as exactly
like the original as possible, we may be more true to the standard, but we pay a price
in terms of generalizability. However, if all we know is that the results of a replication
did not support the original result, we cannot say (without further details) whether the
lack of support stems from the instability of the original result, an unknown problem
in the original study, or the imprecision of the replication.

The third factor—by whom the replicated research is conducted—is important
because of the problem of correlated replicators (Rosenthal, 1990b). So far, we have
assumed that the replications are independent of one another, but what does “independence”
mean in this situation? The usual minimum requirement for independence is that the
participants be different persons. What about the independence of the replicators? Are
10 replications conducted by a single investigator as independent of one another as a
series of 10 replications each conducted by a different investigator? A scientist who
has devoted her life’s work to the study of vision is less likely to carry out a study
of verbal conditioning than is an investigator whose interests have always been in the
area of verbal learning. To the extent that researchers with different interests are dif-
ferent kinds of people—and as such are likely to obtain different data from their
participants—we are forced to the conclusion that, within any given area of science,
researchers come “precorrelated” by virtue of their common interests and any associ-
ated characteristics (i.e., they are correlated replicators). Thus, there is a limit on the
degree of independence we may expect from workers or replicators in a common field.
In different fields, however, the degree of correlation or similarity among the workers
may be quite different. We all know of researchers in a common field who obtain data
quite dissimilar from those obtained by others in that field. The actual degree of
reliability, then, may not be very high and may even be represented by a negative
correlation.

Behavioral research is commonly conducted nowadays by a team of researchers.
Sometimes these teams consist entirely of colleagues; often they consist of one or



RELIABILITY AND VALIDITY OF MEASUREMENTS 113

more faculty members, one or more postdoctoral students, and one or more students
at various stages of progress toward the Ph.D. degree. Researchers within a single
research group may reasonably be assumed to be even more highly intercorrelated
than any group of workers in the same area of interest who are not within the same
research group. Students in a research group are perhaps more correlated with their
major professor than would be true of another faculty member of the research group.
There are two reasons for this likelihood: selection and training. First, students may
elect to work in a given area with a given investigator because of their perceived or
actual similarity of interest and associated characteristics. Colleagues are less likely
to select a university, area of interest, and specific project because of a faculty mem-
ber at that institution. Second, students may have had a larger proportion of their
research training under the direction of a single professor. Other professors, although
collaborating with their colleagues, have more often been trained in research else-
where by other persons. Although there may be exceptions, it seems reasonable, on
the whole, to assume that student researchers are more correlated with their adviser
than another professor might be.

The correlation of replicators that we have been discussing refers directly to a
correlation of attributes and indirectly to a correlation of the data the investigators will
obtain from their participants. The issue of correlated replicators is by no means a new
one; Karl Pearson (1902) spoke of the “high correlation of judgments [suggesting] an
influence of the immediate atmosphere, which may work upon two observers for a
time in the same manner” (p. 261). He believed the problem of correlated observers
to be as critical for the physical sciences as for the behavioral sciences. Out of this
discussion a simple principle emerges, which is that, generally speaking, replications
yielding consistent results tend to be maximally informative and maximally convincing
when they are maximally separated from the first study and from each other along such
dimensions as time, physical distance, personal attributes of the researchers, expectancies
on the part of the researchers and participants, and the degree of personal contact
between the researchers.

VALIDITY CRITERIA IN ASSESSMENT

We turn now to the major approaches used by researchers to assess validity. Deter-
mining the validity of a test or questionnaire for use in behavioral research generally
means finding out the degree to which it measures what it is supposed to measure,
considered the most important concern in test evaluation. Determining validity typi-
cally involves accumulating evidence in three categories: (a) content-related validity,
(b) criterion-related validity, and (c) construct-related validity (American Psychological
Association, 1985). King and King (1990) described a number of interrelated activities
specifically in relation to the assessment of construct validity, including the assessment
of content- and criterion-related validity, but also defining the construct both theo-
retically and operationally (discussed in chapter 2) as well as weighing and justifying
ils position and role in some larger conceptual scheme.

Content validity requires that the test or questionnaire items represent the basic
kinds of material (or content areas) they are supposed to represent. In the creation of
standardized educational and psychological tests, the subjective evaluations of expert
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judges are usually required to assess this factor. Haynes, Richard, and Kubany (1995),
among others, recommended that a multimethod approach be used, particularly in
clinical test development, in which not only the experts would be consulted, but also
a sample of patients from the target population. In the spirit of that recommendation,
Vogt, King, and King (2004) described a focus group and interview procedure for use
early in the item selection process. Less formal methods are used as well. For example,
if we were creating a final exam in a particular course, we might start by asking
ourselves, “What kinds of material should students be able to master after studying
the textbooks and taking this course?” We would make a list of the material the exam
would be expected to sample and then write questions to represent that material. Tests
and questionnaires are regarded as more content-valid the more they cover all the
relevant material. This type of validity is traditionally expressed either as a global,
nonquantitative judgment or in terms of the adequacy of the sampling of the content
to be covered.

Criterion validity refers to the degree to which the test or questionnaire correlates
with one or more relevant criteria. If we were developing a test of college aptitude,
we might select as our criterion the successful completion of the first year of college,
or perhaps grade point average after each year of college. If we were developing a test
to measure anxiety, we might use as our criterion the pooled judgments of a group of
highly trained clinicians who rate (e.g., on a scale of anxiety) each person to whom
we have administered the test. In testing for criterion validity, we try to select the most
sensitive and meaningful criterion in the past, present, or future.

When a criterion is in the immediate present, we speak of concurrent validity.
Clinical diagnostic tests are ordinarily assessed for criterion validity by this procedure,
because the criterion of the patients’ “real” diagnostic status is in the present with
respect to the test being validated. Shorter forms of longer tests are also often evaluated
for their concurrent validity; the longer test is used as the criterion. It could be
reasonably argued in such cases that it is not validity but reliability that is being
assessed. Thus, although reliability and validity are conceptually distinguishable, it is
sometimes difficult to separate them in practice.

Another type of criterion-related evidence is relevant when researchers
attempt to predict the future. Tests of college aptitude are normally assessed for
predictive validity, inasmuch as the criteria of graduation and grade point average
will occur in the future. The aptitude test scores are saved until the future-criterion
data become available and are then correlated with them. The resulting correlation
coefficient serves as another statement of criterion validity. Grade point average
tends to be a fairly reliable criterion; clinicians’ judgments (e.g., about complex
behavior) may be a less reliable criterion. Previously, we showed how the reli-
ability of pooled judgments can be increased by the addition of more judges. We
can increase the reliability of pooled clinical judgments by adding more clinicians
to the group whose pooled judgments will serve as our criterion (Rosenthal,
1987).

It is also sometimes necessary to be concerned about the validity of the criteria
chosen by researchers. Suppose a researcher wants to develop a short test of anxiety
that will predict the scores on a longer test of anxiety. The longer test serves as the
criterion, and the new short test may be relatively quite valid with respect to the
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longer test. But the longer test may be of dubious validity with respect to some other
criterion (e.g., clinicians’ judgments). Sometimes, therefore, criteria must be evaluated
with respect to other criteria. However, there are no firm rules (beyond the consensus
of the researchers in the particular area) about what would constitute the “ultimate”
criterion.

More sophisticated views of the validation of tests, or of observations generally,
require that researchers be sensitive not only to the correlation between their measures
and some appropriate criterion, but also to the correlation between their measures and
some inappropriate criterion. Suppose we develop a measure of adjustment and find
that it correlates positively and substantially with our criterion of clinicians’ judg-
ments. Imagine, however, that we administer a test of intelligence to all our partici-
pants and find that the correlation between our adjustment scores and intelligence is
also positive and substantial. Is our new test a reasonably valid test of adjustment, of
intelligence, of both, or of neither? That question is difficult to answer, but we could
not claim on the basis of our results to understand our new test very well. It was not
intended, after all, to be a measure of intelligence. In short, our test has good concurrent
validity but fails to discriminate: It does not correlate differentially with criteria for
different types of observation.

CONVERGENT AND DISCRIMINANT
VALIDITY

The ability to discriminate is a characteristic of construct validation evidence. The
term construct validity refers to the degree to which the test or questionnaire score
is a measure of the psychological characteristic of interest. However, it is possible
for an instrument to havé good construct validity and yet not predict very well in
a given situation because of the problem of range restriction (Nunnally & Bernstein,
1994). For example, scores on the Graduate Record Examination (GRE) are required
of applicants to many selective graduate schools, but the GRE is often criticized
for relating poorly to grades in graduate school. The problem is that students
enrolled in graduate programs usually are fairly homogeneous in their cognitive
ability, which is what the GRE is intended to measure. Thus, graduate admissions
committees routinely use other selection criteria as well (including recommendations,
grades in college, statements of career objectives, and relevant experience).

As Popper’s falsificationist approach implies, constructs (just like theories)
can never be verified or proved, as one can never expect to complete every possible
check on a construct (Cronbach & Quirk, 1971). Furthermore, it is impossible to
rule out an undiscovered disconfirmation (like Hume’s black swan, noted in chap-
ter 2). In a classic paper, Campbell and Fiske (1959) sought to formalize the
construct validation procedure by proposing two kinds of construct validation
evidence: (a) the testing for “convergence” across different methods or measures
of the same trait or behavior and (b) the testing for “divergence” between methods
or measures of related but conceptually distinct behaviors or traits. To illustrate,
suppose we are developing a new test to assess people’s ability to read other
people’s emotions from still photographs. We would want the test to correlate
highly with other tests of sensitivity to nonverbal cues; if it does so, we have
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achieved convergent validity. But we would not want our new test to correlate
very highly with ordinary intelligence as measured by some standard IQ test. If it
does correlate highly, it could be argued that what we have developed is simply
one more test of general intelligence. The lack of divergence would argue for poor
discriminant validity.

In other words, researchers want their measures to correlate highly with the
measures that their constructs imply they should correlate highly with (convergent
validity), but to correlate less with measures that the constructs imply they should not
correlate so highly with (discriminant validity). Campbell and Fiske proposed that a
multitrait-multimethod matrix of intercorrelations be constructed to help researchers
triangulate (zero in on) the convergent and discriminant validity of a construct. Thus,
the researcher could pair different methods (A, B, C, etc.) with different trait variables
1, 2, 3, etc.), as illustrated by the following design:

Method A Method B Method C Method D Method E

Traits 12345 12345 12345 12345 12345

The idea behind using multiple methods to measure the same and differing traits is
that it avoids the problem that high or low correlations may be due not to convergent
or discriminant validity, but to their common basis in the same method of measure-
ment. Later in this book, we will turn to statistical procedures that can be used to
quantify the degree to which a particular test shows a desirable combination of con-
vergent and discriminant validity (Rosenthal & Rubin, 1986; Westen & Rosenthal,
2003). Called contrasts, these procedures operate on the assumption that the test
developer is able to describe the desired pattern of (a) correlations between the new
test and other measures that are predicted to be highly correlated and (b) correlations
between the new test and other measures that are predicted to be correlated much
less.

Campbell (1998b) also advocated the use of multiple independent perspectives
and triangulation in research in general, on the assumption that multiple independent
vantage points permit fixing on a real effect in a way that is impossible to achieve
from a single perspective (see Brewer & Collins, 1981). However, some have argued
that multiple independence is an ideal that may not exist (Alwin, 1974; Jackson,
1969), and that the “hidden hand of common influence” makes it uncertain whether
scientists can ever arrive at conclusions completely independently (Skagestad, 1981).
Philosophers and methodologists have wrestled with this problem (Brewer & Collins,
1981; Browne, 1984; Campbell & O’Connell, 1967, 1982; Fiske, 1982; Kalleberg &
Kluegel, 1975), but all seem to agree on one point: Given fallible measurements, our
recourse as scientists is always to use multiple operations even if they are not
completely independent (Houts, Cook, & Shadish, Jr., 1986; Rosnow & Georgoudi,
1986).

Earlier, we mentioned estimates of the average retest and internal-consistency
reliability of the Rorschach and the MMPI tests, and we can also say something about
the criterion-related validity evidence for these same tests. Only limited claims can
be made about multidimensional instruments, such as these two, but in general the
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typical level of criterion-related validity of the Rorschach has been estimated as r =
.29, and of the MMPI as r = .30, based on a comparative meta-analysis (Hiller,
Rosenthal, Bornstein, Berry, & Brunell-Neuleib, 1999). These values contradict earlier
claims of higher mean validity coefficients for the same instruments (Atkinson, 1986;
Parker et al., 1988). However, as noted by Jacob Cohen (1988), “when one looks at
near-maximum correlation coefficients of personality measures with . . . real-life crite-
ria, the values one encounters fall at the order of r = .30” (p. 81). Thus, the validity
estimates reported by Hiller et al. may actually be about as high as can be expected
of personality tests, overall.

TEST VALIDITY, PRACTICAL UTILITY,
AND THE TAYLOR-RUSSELL TABLES

The Rorschach and the MMPI are classic test instruments. In reporting their typical
levels of validity, we are not implying that validity coefficients (rs) must reach these
levels to be useful either for purposes of research or for purposes of practical
application. In a classic paper, H. C. Taylor and J. T. Russell (1939) demonstrated
that the practical utility of tests used in personnel selection increased not only as the
validity coefficient increased, but also as the employers could afford to become more
and more selective. The “selection ratio” is the proportion of applicants to be selected
by a test. If that ratio is very high (e.g., .95 or higher, where nearly all applicants
must be employed—perhaps because there is a severe shortage of this occupational
group at this place, at this time), then even a test with very high validity would be of
little value. If that ratio becomes very low (e.g., .05 or lower, so that only the very
best applicants—the top 5% or so—are employed), then even a quite modest validity
coefficient could be of great practical value.

Taylor and Russell gave a large number of examples in the form of tables. To
illustrate, we turn to Table 4.15, which shows the percentage of employees selected by
a given test who are successful for 5 levels of validity coefficients and 11 levels of selec-
tion ratios. This table is also predicated on an employment situation in which, before the
test, about half of all employees are successful and half are not. Thus, if no test were
used, or if the test had a validity coefficient of ry = .00, it follows that 50% of the
employees would be successful. As this table illustrates, if the employing organization
could not be very choosy and had to employ 95% of those applying (i.e., selection
ratio = .95), even a validity coefficient as high as .75 would improve the number of selected
employees who succeeded only from 50% (i.e., validity coefficient of .00) to 53%. But
if the employing organization could be very choosy and selected only the top 5% (i.e.,
selection ratio = .05) of the applicants, that same validity coefficient of .75 would
improve the number of selected employees who succeeded from 50% to 99%! Even with
a much lower validity of r, = .25, the number of selected employees who succeeded
would improve from 50% to 70% with a .05 selection ratio (very few are hired), whereas
with a .95 selection ratio (almost all are hired), the improvement would be only from
50% to 51%. Overall, this table shows that selection accuracy increases as (a) validity
coefficients increase, (b) selection ratios decrease, and (c) the benefits of increasing
validity coefficients are usually greater and greater as selection ratios decrease.
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TABLE 4.15

Selection accuracy (percentage of those selected who are
successful) as a function of validity coefficient (r_ ) and selection
ratio for an employment context in which 50% of the employees
are successful before the test is introduced

Validity coefficient (rxy)

Selection ratio .00 25 50 .75 1.00
95 50 51 52 53 53
.90 50 52 54 55 56
.80 50 54 57 61 63
.70 50 55 60 66 71
.60 50 56 63 72 83
.50 50 58 67 77 100
40 50 60 70 82 100
.30 50 62 74 87 100
.20 50 64 78 92 100
.10 ¥ 50 67 84 97 100
.05 50 70 88 99 100

TABLE 4.16

Selection accuracy (percentage of those selected who are
successful) as a function of validity coefficient (rxy) and selection
ratio for an employment context in which 10% of the employees
are successful before the test is introduced

Validity coefficient (rxy)

Selection ratio .00 25 50 75 1.00
.95 10 10 11 11 11
90 10 11 11 11 11
.80 10 11 12 12 13
.70 10 12 13 14 14
.60 10 13 15 16 17
.50 10 13 17 19 20
40 10 14 19 23 25
30 10 16 22 29 33
.20 10 17 26 37 50
.10 10 19 32 51 100

.05 10 22 39 64 100
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The effects would be even more dramatic for employment situations in which
smaller and smaller percentages of employees are successful before the test is introduced.
To illustrate, Table 4.16 is predicated on an employment context in which only 10% of
the employees are successful before the test is introduced. Just as in Table 4.15,
Table 4.16 shows that selection accuracy increases as (a) validity coefficients increase,
(b) selection ratios decrease, and (c) the benefits of increasing validity coefficients are
usually greater and greater as selection ratios decrease. Because the employment context
of Table 4.16 is such that only 10% of employees are successful before the test is
introduced, the practical benefits of greatly increasing validity coefficients as selection
ratios decrease are even greater in this table than in Table 4.15. At a selection ratio of
.93, increasing the validity from .00 to 1.00 results in an increase of only 1% (from
10% to 11%). However, at a selection ratio of only .05, increasing the validity from .00
to 1.00 results in an increase of 90% (from 10% to 100%).

RELATIONSHIP OF VALIDITY
TO RELIABILITY

In the evaluation of the measuring instruments of behavioral research, be they based on
test items or on judges’ ratings, researchers usually prefer their validity coefficients to
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