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We are as sailors who are forced to rebuild their ship on the open sea, 

without ever being able to start fresh from the bottom up. Wherever 

a beam is taken away, immediately a new one must take its place, 

and while this is done, the rest of the ship is used as support. In this 

way, the ship may be completely rebuilt like new with the help of the 

old beams and driftwood-but only through gradual rebuilding. 1 
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nrtif acts in Behavioral 
Research 
All scientific inquiry is subject to error, and it is far better to be 

aware of this, to study the sources in an attempt to reduce it, and to 

estimate the magnitude of such errors in our findings, than to be 

ignorant of the errors concealed in the data. One must not equate 

ignorance of error with the lack of error. The lack of demonstration 

of error in certain fields of inquiry often derives from the nonexistence 

of methodological research into the problem and merely denotes a less 

advanced stage of that profession. 

The Nature of Artifacts 
f he effort to understand human behavior must 

~ itself be one of the oldest of human behaviors. 

But for all the centuries of effort, there is much we 

do not yet know. The unsolved behavioral prob­

lems of mental illness, racism, sexism, and vio­

lence, both the idiosyncratic and institutionalized, 

bear witness to how much we do not yet know. 

Because of the urgency of the questions waiting to 
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, be answered, it should not be surprising that behavioral scien-
21 tists, and the publics that support them, suffer from a certain im-

patience. That impatience is understandable, but perhaps, from 
time to time, we need to remind ourselves that Neurath's "ship of 
science" has not been afloat very long in the behavioral sciences. 

The application of that reasoning and of those procedures 
that we call the scientific method to the understanding of human 
behavior is of relatively recent origin. Yet what we have learned 
about human behavior in the short period, say, from Wilhelm 
Wundt's founding of experimental psychology in Leipzig in 1879 
until now is out of all proportion to what was learned in the pre­
ceding centuries. Although most of what we want to know is still 
unknown, this success of the application of "scientific method" 
to the study of human behavior has given us great hope of an ac­
celerating return of Jpiowledge on our investment of time and 
effort. To be sure, this application of what we think of as scien­
tific method has not simplified human behavior; instead, it has 
shown us more clearly just how complex human behavior really is. 

In modern behavioral science, the research participant (or 
"research s~bject") serves as our model of people in general, or 
at least of a certain kind of person. We know that behavior is 
complex because we sometimes change this person's world ever 
so slightly and detect substantial changes in his or her behavior, 
while at other times we change that world greatly and detect 
hardly any changes in behavior. It is as if the research partici­
pants' minds were somehow in a different world from ours. We 
also know that behavior is complex because a careful experiment 
conducted in one place at one time often yields results very dif­
ferent from the "same" experiment conducted in another place 
at another time. We have learned that much of the complexity of 
human behavior is inherent, but we have also learned that some 
of this complexity may result from uncontrolled aspects of the 
research situation, especially from the interaction between the 
researcher and the participant. 

Rrtifacts in Behavioral Research J 
We can conceptualize this portion of the complexity of be­

havior, which can be attributed to the intrinsic human aspects of n 
behavioral and social research, as a set of artifacts (or systematic 
errors) to be isolated, measured, considered, and, sometimes, 
eliminated. That is, artifacts are not simply inconsequential effects 
in a research design; they may actually jeopardize the validity 
of the researcher's inferences from his or her results. Another 
way of saying this is that artifacts are unintended or uncon­
trolled human aspects of the research situation that confound 
the investigator's conclusions about what went on in the study. 
As we shall see later, artifacts can also teach us about topics 
of substantive interest. Indeed, as William McGuire observed, 
today's artifact may be tomorrow's independent variable;2 that 
is, the same conditions discounted as "nuisance variables" at 
one time may later be exploited as variables of interest in their 
own right. 

Clever Hans 
The systematic investigation of artifacts began in the late 1950s, 
the bulk of the research following in the 1960s and 1970s. Well be­
fore this work began in earnest, there had been early indications 
that artifacts might be lurking in the investigative procedures used 
by behavioral scientists. A classic case showed that artifacts could 
result from the observer's expectations or hypotheses. In this 1904 
case, a German psychologist, Oscar Pfungst, carried out a six-week 
investigation of a remarkable horse owned by a mathematics 
teacher named Wilhelm von Osten.3 Since the beginning of 
recorded civilization, there had been reports of "learned animals;' 
but no animal had so captured the imagination of the general 
public and of European psychology as von Osten's horse, "Clever 
Hans." Pfungst's elegant series of studies solved the riddle of 
Hans's amazing performance and implied how easily observers 
can be deceived by the self-fulfilling nature of their expectations. 
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Before Pfungst had entered the scene, rumors had circulated 
4J widely of the astounding "intellectual" feats performed by Hans. 

By tapping his hoof according to a code taught to him by von 
Osten, Hans was said to answer questions put to him in German. 
Asked to spell a word, Hans would tap out the letters, aided 
ostensibly by a code table set in front of him. To respond yes to 
a question, he would nod his head up and down; to respond 
no, he would execute a deliberate sideways motion. Asked by 
an observer how much 2/5 plus 1/2 is, Hans would tap first 9 and 
then 10 for 9/10. Hans was also rumored to possess an excellent 
memory: He knew the value of all the German coins. He knew 
the entire yearly calendar and could name the day of the week of 
any date mentioned. He could tell the time to the minute. If a 
sentence were pronounced for him only once, he could repeat the 
entire sentence the following day. He recognized people after hav­
ing seen them once, even from photographs taken of them in pre­
vious years or from pictures that bore only a slight resemblance. 

Unlike the owners of other clever animals of that period, von 
Osten did not profit financially from his horse's talents. Thus it 
seemed unlikely that von Osten had any fraudulent intent, and in 
fact, he was quite willing to let others, even in his absence, ques­
tion Hans. Intentional cues from von Osten could thus be ruled 
out as the reason for the horse's abilities. But in a series of experi­
ments, Pfungst identified three conditions that, when varied, 
moderated the horse's cleverness. First, when Hans was fitted 
with blinders so that he could not see his questioners, his accu­
racy immediately dropped off. Second, as the distance between 
Hans and his questioners was increased, his accuracy diminished. 
From these findings, Pfungst concluded that Hans was "clever" 
only when he was in visual proximity to his questioners. Third, 
the horse's accuracy also diminished when the questioner did not 
know the answer. Hans's performance was evidently due to some­
thing other than his capacity to reason. 

Pfungst discovered that Hans responded to very subtle cues 
given to him by his questioners, not just intentional cues, but 

Artifacts in Behavioral Research I 
unwitting movements and mannerisms. Someone would ask 
Hans a question requiring a long tapping response, and the per- JS 
son might then lean forward as though settling down for a long 
wait. Hans responded to the questioner's forward movement, 
not to the actual question, and kept tapping away with his hoof 
until the questioner communicated his expectancy that Hans 
would stop tapping. This the questioner might do by suddenly 
straightening up in anticipation that Hans was about to reach 
the correct number of taps. Hans was sensitive to even more 
subtle cues: the raising of an eyebrow or the dilation of nostrils. 
Pfungst demonstrated that anyone could start Hans tapping and 
then stop his tapping by the use of such cues. What was of par­
ticular interest to Pfungst was that Hans often received quite un­
intended cues from his questioners, even from Pfungst himself. 

Pfungst's studies provided an object lesson in the susceptibil­
ity of behavior (even animal behavior) to unconscious suggestion. 
If a horse's behavior could be affected simply by an observer's 
expectations, might a human research participant be similarly af­
fected by the expectations and hypotheses of an experimenter? A 
half century would pass before this plausible artifact was reliably 
demonstrated. In the meantime, another important development 
fostered the suspicion that research participants behaved in special 
ways because they knew they were "subjects" of investigation. This 
principle, called the Hawthorne effect,4 grew out of a series of 
human factors experiments meant to examine the effects of work­
ing conditions on employees' performance.5 It would ultimately 
spawn an area of artifact investigation known as the social psy­

chology of the experiment. 

The Hawthorne Studies 
Between 1924 and 1932, a group of industrial researchers con­
ducted a series of field experiments at the Hawthorne works of the 
Western Electric Company in Cicero, Illinois, which manufac­
tured equipment for the Bell Telephone Company. One set of 

~ 
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:-1 studies examined the impact of higher levels of electric lighting, 
b I increased rest periods, and other conditions on the work produc-

tivity of young women who inspected parts, assembled relays, or 
wound coils. 6 According to news reports and a Western Electric 
memorandum, one study revealed that any improvement in 
working conditions resulted in greater worker satisfaction and 
increased productivity. When the improvements were removed, 
however, the productivity did not decline; the efficiency actually 
continued to increase, according to the reports. On interviewing 
the team of six workers who had participated in this particular 
study, the researchers concluded that their productivity increases 
had been driven by their feeling flattered by being subjects of in­
vestigation. That is, they had been motivated to increase their 
output because of their special status as research participants. 
Not only were their opinions being solicited by management, but 
they had been singled out for free morning tea, rest periods, and 
shorter hours of work.7 

The original reports and secondary accounts of this study 
have been repeatedly subjected to critical analysis, and the critics 
have argued that the historical record was tainted by sweeping 
generalizations embroidered by overly zealous authors.8 For 
example, in a fascinating piece of detective work, H. Mcilvaine 
Parsons, a specialist in human factors research, believed that he 
had discovered a long-ignored confounding variable that ex­
plained the Hawthorne effect.9 The assembly line workers had 
been told their output rates, and the higher the rates, the more 
they were paid, Parsons discovered. Putting the facts together, he 
argued that the increased productivity had been reinforced by 
the feedback the workers had received about their output rates. 
Like some projective test into which people read their own 
meanings, Parsons argued, the Hawthorne effect was a mixture 
of fantasy and reality into which textbook authors had read their 
own meaning. 

Nevertheless, the principle of the Hawthorne effect entered 
into the vocabulary of behavioral science as implying a kind of 

Artifacts in Behavioral Research I 
"placebo effect" in psychological research. 10 A placebo is a treat- n 
ment intended to have no effect (e.g., a fake pill used in a drug 7 
evaluation experiment); it is usually given to a control group to 
provide a comparison with the effects of the drug (the real pill) 
given to an experimental group. Because merely being given a 
pill that may be real can produce an effect, the purpose of this 
design is to separate this placebo effect from the effect of taking 
the drug. On the surface, such an experiment seems simple 
enough, but once we look deeper, we realize that "taking a drug" 
means something quite different from merely getting a chemical 
into the blood stream. Taking a drug means, among other things, 
(1) having someone give the participant the drug; (2) having 
someone give the participant the attention that goes with giving 
the drug; (3) having the participant believe that relevant medica-
tion has been administered; and ( 4) having the ingredients of the 
drug find their way into the blood system. The Hawthorne effect 
implied that many participants in psychology experiments 
responded not just to the experimental treatment, but also to 
uncontrolled factors, including the belief that they were being 
administered a treatment intended to have a particular effect. 
The direction and magnitude of the resulting artifacts were 
unclear. It was even unclear whether any artifacts were present 
at all. 11 Nonetheless, researchers were warned to be wary of un­
leashing a Hawthorne effect by their manipulations, observa­
tions, or measurements, a warning that was dutifully communi­
cated to several generations of researchers even while the ship of 
behavioral science stood its steady course. 

Rosenzweig's Critique 
In 1933, another conceptual advance in the social psychology of 
the experiment was made by a clinical psychologist fresh out 
of graduate school, Saul Rosenzweig. He published an insightful 
critique in which he examined different aspects of the psychol­
ogy experiment, proceeding on the assumption that "when one 
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works with human materials one must reckon with the fact that 
8 everyone is a psychologist." He continued: 

How many subjects in a psychological experiment are 
purely receptive? How many are willing fully to adopt 
the humble role of subject in an investigation of their 
motives, aims and thoughts? Most, as a matter of fact, 
are carrying on a train of psychological activity that is 
rather about the experiment than a part of it by inten­
tion of the [experimenter]. "Where did I see that man 
before?-What is he getting at anyhow?-! wonder if he 
will ask me about this?-! won't tell him about that.­
Could H. have been here for the same test?-How stupid 
that experimenter looks!-What a loud necktie!-How 
stupid he must think I am!- When will this be over?"12 

Rosenzweig identified three distinct sources of systematic 
errors in the psychology experiment. First, errors might result 
from the "observational attitude" of the experimenter. Rosenzweig 
described how chemists take into account the ambient tempera­
ture, possibly even the heat of their own body; experimenting 
psychologists, he urged, should take into account their attitudes 
toward their research participants and the participants' beliefs 
about and attitudes toward the experiment. 

Second, when Rosenzweig said, "Everyone is a psychologist," 
he was alluding to "errors of motivational attitude." Chemists 
work with inanimate materials, but in psychology, the "materials" 
carry on a train of thought in which they try to guess the purpose 
of the study and to anticipate how the experimenter will evaluate 
them. The experimenter, Rosenzweig stated, is often unaware of 
the insidious ways in which the "motivational attitude" may creep 
into an experiment and bias the results. 

Third, according to Rosenzweig, there are "errors of person­
ality influence." These emanate from such factors as the experi­
menter's warmth or coolness, unguarded gestures or words of 
the experimenter, and the experimenter's sex and race. Any of 

Rrtifacts in Beha vi ora l Research I 
these factors may affect the attitudes and reactions of research 
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participants, quite apart from the experimental manipulation. 9 
Rosenzweig sketched some procedures that he thought might 
help to obviate these "errors;' including "simple deceptions" to 
prevent errors of motivational attitude. He cautioned, however, 
that it is often unclear whether the experimenter or the partici-
pant is the "true deceiver." This warning would be repeated in 
the 1960s by other writers. 13 

Resistance to the Hrtif act Idea 
Previously, we alluded to McGuire's theory of the distinct stages 
in the life of artifacts. At first, people seemed unaware of artifacts 
and denied their existence even when they were pointed out. 
Once researchers perceived artifacts as nuisance variables, they 
looked for ways to eliminate or control them. 14 In the third 
stage, McGuire argued, artifacts began to be exploited as inde­
pendent variables of substantive interest in their own right. The 
philosopher Arthur Schopenhauer also spoke of three stages 
through which every truth seems to pass: ridicule, opposition, 
and recognition as self-evident. It took a long time for many in­
fluential psychologists to concede the presence of the "errors" 
identified by Rosenzweig, much less recognize their existence as 
self-evident. Given the porosity of memory, it is a story that 
bears repeating to each generation of young researchers15 so that 
they do not, as 'Hyman warned, equate "ignorance of error with 
the lack of error."16 

Several reasons have been suggested for the many years it 
took the existence of artifacts to be fully absorbed into the main­
stream of behavioral methodology. One plausible reason is that 
artifacts presupposed the active influence of conscious cogni­
tions. 17 The great chemist Antoine Lavoisier said that "the human 
mind gets creased into a way of seeing things;' and the minds of 
many influential psychologists were creased in a way that per­
ceived "consciousness" as not belonging within the domain of 
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iil behavioral science. John B. Watson, who founded behaviorism, 
18 had urged fellow researchers to "discard all references to con-

sciousness"18 and to develop "a purely objective experimental 
branch of natural science."19 By emphasizing only observable re­
sponses as acceptable data, Watsonian behaviorists essentially dis­
missed anything having to do with cognition as a variable of less 
than scientific relevance. 20 

Another plausible reason for the resistance to acknowledging 
artifacts was concern that an admission of the systematic errors 
that are part and parcel of research with human participants 
would impede the growing influence of our science. After World 
War II, there was a tremendous growth in psychology depart­
ments and an increased role for research psychologists in the 
government, the military, and industry as a result of optimism 
about the likely benefits of behavioral science. Many people be­
lieved that, as social psychologist Irwin Silverman put it, psy­
chology's identity crisis was over.21 Critics who voiced concerns 
about artifacts were seen as undermining the empirical founda­
tion of the scientific facts and theories that were proliferating in 
behavioral research. 

A third reason for the resistance was that certain remnants of 
positivistic ideals were rampant in psychological science. Auguste 
Comte, who coined the term positivism in the first half of the 
19th century, insisted that principles of behavior be expressed as 
physicalistic propositions, along the lines of a kind of "social 
physics."22 Early psychologists referred to their research partici­
pants as reagents, a term borrowed from chemistry.23 A chemical 
reagent is a substance that, carefully mixed with another sub­
stance in a clean test tube, invariably produces a certain reaction. 
Yet it was evident that the "test tubes" (i.e., research settings) and 
"reagents" (research participants) of psychological researchers 
were "contaminated" by the needs, anxieties, self-deceptions, and 
intentions of human beings who knew very well that their behav­
ior was being scrutinized as part of a scientific study.24 The use of 
terms such as reagent and subject implied a biological, stimulus-

---
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response machine. The term participant implies a "free, inten- _ 
tional" agent,25 susceptible to external pressures but able to eval- 111 
uate them and act independently on the basis of personal needs 
and objectives. 

Random Versus Sijstematic Error 
Previously, we alluded to artifacts as systematic errors-as op­
posed to random errors. In everyday usage, systematic implies a 
specific pattern of arrangement, whereas random usually implies 
a haphazard arrangement. To understand the technical differ­
ence between the two types of error (random and systematic), 
we can think of a grocer who weighs a bunch of grapes a number 
of times in a row. In an ideal world, his measurements would 
give the same result every time he (or somebody else) weighed 
the same bunch of grapes. In reality, his measurements, no mat­
ter how precise, will always come out a bit differently. Some of his 
measurements will slightly overestimate the true weight of the 
grapes, and other measurements will slightly underestimate 
the true weight. The problem is to estimate the true weight, which 
we can easily do because these overestimates and underestimates 
are a reflection of random errors. By simply averaging the mea­
surements, we assume that random errors in the overestimates 
and underestimates will cancel one another and that the average 
will be a pretty good estimate of the true weight of the grapes. 

But suppose we had a grocer who always weighed grapes with 
a thumb on the scale (i.e., introducing a systematic error), thus 
always inflating the price of grapes by tacking extra ounces onto 
the true weight. Generally speaking, random errors can be said to 
push measurements up and down around an exact value, so that 
the average of all the measurements over many trials is very close 
to the exact value. Systematic error (also called bias), on the other 
hand, tends to push measurements in the same direction and 
causes the average value to be consistently too large or too small. 
Thus random errors are likely to cancel out, on the average, over 
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many repeated measurements; systematic errors do not cancel 
12 out but affect (or bias) all measurements in roughly the same 

way. Artifacts, because they are a type of systematic error, operate 
like a grocer with his thumb on the scale. 

To be sure, it is relatively rare that scientists actually try to dis­
tort the truth, but some illustrative cases will be noted later. More 
often, the systematic error is unintentional but, like the grocer's 
thumb on the scale, still pushes the conclusions in one direction. 
The problem faced by the artifactologists was to figure out the di­
rection in which particular sources of systematic error might push 
the results. Knowing this, they could suggest ways for researchers 
to make more accurate assessments of their data and, sometimes, 
eliminate or circumvent the source of bias. How this problem was 
attacked is the topic of the rest of this book, in which we delve into 
the nature and control of artifacts, viewed from the perspective of 
the researcher (Chapters 2 and 3), the participants (Chapters 4 
and 5), and the ethical imperatives that guide the efficient design 
and implementation of research studies (Chapter 6). 

th~p~er 2 

Biasing Effe 
of lnvestiga 
Elaborate apparatus plays 

but I sometimes wonder if 

important instrument in resl 

lnteractional and Noninter 
~ cience is not a mon 

Q] there are a great ma 

investigators who sail and 

elude laboratory experim 

and field investigators of 

nonexperimental kind. 

inquiry, all attempt to stee 

steady course in the purs 

statement reminds us, the 

is not a mechanical but a 

subjective as well as an 

mately, it is through the 

individual i.Westigators th 



ts; systematic errors do not cancel 
measurements in roughly the same 
re a type of systematic error, operate 

on the scale. 
rare that scientists actually try to dis­
trative cases will be noted later. More 
s unintentional but, like the grocer's 
hes the conclusions in one direction. 
tifactologists was to figure out the di-
urces of systematic error might push 

ey could suggest ways for researchers 
sments of their data and, sometimes, 
source of bias. How this problem was 
st of this book, in which we delve into 
ifacts, viewed from the perspective of 
and 3), the participants (Chapters 4 
ratives that guide the efficient design 
rch studies (Chapter 6). 

th~ p~er 2 

Biasing Effects 
of Investigators 
Elaborate apparatus plays an important part in the science of to-day, 

but I sometimes wonder if we are not inclined to forget that the most 

important instrumel}t in research must always be the human mind. 

lnteractional and Noninteractional Bias 
~ cience is not a monolithic institution; indeed 

~ there are a great many "ships of science." The 

investigators who sail and reconstruct these ships in­

clude laboratory experimenters, survey researchers, 

and field investigators of both the experimental and 

nonexperimental kind. Whatever their method of 

inquiry, all attempt to steer their ship of science on a 

steady course in the pursuit of truth. As Beveridge's 

statement reminds us, the pursuit of scientific truth 

is not a mechanical but a very human (and thus a 

subjective as well as an objective) process. Ulti­

mately, it is through the minds and experiences of 

individual investigators that our world is pried open 



~ Chapter2 

for scrutiny and understanding. If we hope to have dependable 
14 knowledge of the world, we must have dependable knowledge 

of the possible biases in the mind and conduct of the individual 
investigator. 

This kind of knowledge is essential whenever we hope to learn 
something from empirical reasoning. The American philosopher 
Charles Sanders Peirce recognized that each of us carries the bag­
gage of accepted wisdom. As a consequence, myth, folklore, and 
superstition sometimes greatly influence what we accept as new 
knowledge. Many people in earlier times thought they saw angels 
and witches, and there have been physicists in modern times who 
thought they saw "rays" (N rays, discussed later) which in actuality 
were mere figments of imagination and suggestibility. In the 15th 
century, when Copernicus explained to the Pope that the sun, not 
the earth, was the center of our universe, this revolutionary insight 
was rejected as totally antithetical to accepted wisdom. The ad­
vance of human understanding is strewn with similar cases, and 
science was developed to draw on empirical reasoning to help us 
resolve such cases of disagreement. 

But scientists, like all humans, are susceptible to the biases im­
posed by human limitations of perception and cognition. In this 
chapter, we examine the potential biasing effects of scientists 
themselves, which we categorize as noninteractional or interac­
tional. Noninteractional biases operate, so to speak, in the mind, 
in the eye, or in the hand of the scientist. In other words, they do 
not affect the responses of the research participants themselves. As 
defined in Table 2.1, three noninteractional artifacts are observer, 
interpreter, and intentional biases. On the other hand, the interac­
tional kind of bias has a direct impact on the reactions of research 
participants. In this chapter, we discuss four such biases: bio­
social, psychosocial, situational, and modeling effects. In the next 
chapter we concentrate on one additional interactional artifact: 
experimenter expectancy bias. This type of bias is reminiscent of 
how the questioners' wishful thinking became a self-fulfilling 

Biasing Effects of Investigators 

Table 2.1 
Researcher-Related Artifacts and Their Control 

Noninteractional Artifacts 

1. Observer bias: An overestimate or underestimate during the obser­
vation and recording phase; controlled by independent replication. 

2. Interpreter bias: An error in the interpretation of data; controlled 
by access to data by other scientists. 

3. Intentional bias: A fabrication or fraudulent manipulation of 
data; controlled by independent replication and by access to data 
by other scientists. 

lnteractional Artifacts 

4. Biosocial effect: An error attributable to biosocial attributes of the 
researcher (e.g., sex, age, ethnicity, and race); controlled by inde­
pendent replication, possibly with biosocial controls that identify 
the source of bias. 

5. Psychosocial effect: An error attributable to psychosocial attrib­
utes of the researcher (e.g., personality); controlled by indepen­
dent replication, possibly with psychosocial controls that identify 
the source of bias. 

6. Situational effect: An error attributable to the nature of the 
research setting and the particular participants; controlled by 
independent replications across settings and participants. 

7. Modeling effect: An error that is a function of the example set by 
the researcher; controlled by independent replications. 

8. Experimenter expectancy bias: An error that results when the 
researcher's hypothesis leads unintentionally to behavior toward 
the participants that increases the likelihood that the hypothesis 
will be confirmed; discussed in Chapter 3. 

prophecy in the Clever Hans case, but we will focus our attention 
on research and applications with human participants in psy­
chology and education. 

I 
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16 The Investigator as Observer 
The human imagination powerfully affects beliefs and percep­
tions when wishful or fearful thinking takes hold. Edgar Morin, a 
sociologist, studied a frightening rumor that swept through the 
city of Orleans, France, in 1969.2 It was rumored that young girls 
had been drugged and imprisoned by Jewish boutique propri­
etors and shipped to foreign centers of prostitution. It was fur­
ther alleged that local Jews had bribed the police and government 
officials to remain silent. In fact, there was not a grain of truth to 
the story; no women had even been reported missing. Through 
his meticulous detective work, Morin discovered that people's 
imaginations had been triggered by a fictitious kidnapping plot 
that had been vividly reported in a popular French tabloid. 
Rumors spread when anxieties and uncertainties are rampant,3 

and these allegations fed on the anxieties and uncertainties nour­
ished by deeply embedded bias. 

In another case, Donald M. Johnson reported a scary event 
that, although perceived as real, existed only in the imagination of 
its alleged victims.4 In September 1944, a number of women resi­
dents of Mattoon, Illinois, were purportedly assaulted by a "phan­
tom anesthetist" who opened their bedroom windows while they 
slept and sprayed only them, and not their husbands, with a para­
lyzing gas. In an article in the Journal of Abnormal and Social 
Psychology, Johnson detailed the incident-which had drawn in­
ternational attention to Mattoon-and concluded there was not 
a speck of truth in the allegation. The symptoms of the gasser's 
victims, Johnson surmised, resembled the classic psychiatric 
description of hysteria: nausea and vomiting, sudden and tem­
porary paralysis of the limbs, palpitations, and dryness of the 
mouth and throat. There were never any physical traces of 
the prowler's presence, although the police acted quickly in each 
reported case. Moreover, the chemistry of the gas implied a con­
tradictory nature: It would have had to be a potent, stable anes­
thetic with unusually rapid action, but it would also have had to 
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be sufficiently unstable not to have the same toxic effect on some-
one else in the same bed. It had to be powerful enough to bring 17 
on paralysis and vomiting but could leave no observable traces. 
No such concoction existed outside science fiction or people's 
imagination, Johnson argued. 

The common thread in these two cases is that experiences 
were distorted so that some fanciful event was then "observed" to 
exist. Scientists, despite their claims of objectivity, have sometimes 
been the victims of a similar phenomenon, in which wishful 
thinking leads to wishful seeing. A notorious case in the annals of 
physics was the "discovery" of so-called N rays by the French 
physicist Andre Blondlot in the early part of the 20th century. 
N rays, he contended, made reflected light more intense and were 
bent by aluminum; anyone could see this effect with the naked eye 
under proper conditions. In fact, there were many scientists who 
said they had seen Blondlot's N rays, though others reported diffi­
culty trying to replicate his experiments. 

How this episode unfolded was recounted in 1989 by Richard 
P. Feynman, who described how the physicist R. W. Wood "put an 
end to the N-ray."5 Blondlot gave a public lecture and demonstra­
tion to show how N rays were bent by aluminum. He told the 
audience that he had constructed a sandwich of all kinds of 
lenses, with an aluminum prism in the middle. He then manipu­
lated an apparatus that allegedly turned the prism slowly to show 
how N rays, in Feynman's description, "came up this way and 
bent that way:'6 All the while, Blondlot's assistant kept announc­
ing the intensity of his readings for different angles. Blondlot told 
the audience it was necessary to darken the room because N rays 
were affected by light, and turning the light off would make the 
assistant's readings more sensitive. When the lights came back on 
at the end of the demonstration, there was Wood in the front row. 
He had surreptitiously taken the prism and was holding it high in 
the air, balanced on the tips of his fingers, for all to see!7 Here, for 
all really to see, was incontrovertible proof that N rays were noth­
ing more than a figment of imagination. 
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All of us, of course, are susceptible to overstating or under-
181 stating the occurrence of something because we think it exists in 

a particular way. As F. W. Lane put it, scientists, like all human 
beings, may unwittingly "equate what they think they see, and 
sometimes what they want to see, with what actually happens."8 

In an article entitled "Seeing's Believing," M. L. Johnson told of a 
radiologist who mistook a button caught in a patient's throat for 
a button "on the vest"-where a button ought to be present.9 

Johnson concluded, "Our assumptions define and limit what we 
see, i.e., we tend to see things in such a way that they will fit in 
with our assumptions even if this involves distortions or omis­
sion. We therefore may invert our title and say 'Believing Is 
Seeing."' 10 One of us counted the recording errors in a small set 
of experiments that happened to be at hand. It was not a random 
sample of experiments, and we make no claims beyond the ob­
servations in this set. However, when there were detectable 
recording errors, they favored the researchers' hypotheses to a 
greater extent than would be expected by chance.11 

Interpretation of Data 
The interpretation of the data collected is another part of the 
research process that is subject to bias. A glance at any of the 
technical journals of contemporary psychology will suggest that, 
while investigators only rarely debate the observations made by 
one another, they often debate the interpretation of those obser­
vations. It is as difficult to state rules for the accurate interpreta­
tion of data as it is rules for the accurate observation of data, but 
the variety of interpretations offered to explain the same data 
imply that many of us must turn out to be wrong. The history of 
science generally and of psychology more specifically suggests 
that more of us are wrong longer than we need to be because we 
hold our theories not quite lightly enough. 

Clinging to a theory does have its advantages, however. It 
keeps us motivated to make more crucial observations. In any 
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case, interpreter biases seem less serious than observer biases 
because the former are public while the latter are private. Given a IT9 
set of observations, their interpretation becomes generally avail-
able to the scientific community. We are free to agree or disagree 
with any specific interpretation, but this is not usually possible 
in the case of the observations themselves. Often these are made 
by a single investigator, so that we are not free to agree or dis­
agree. We can only hope that no observer biases occurred, and 
we can (and should) repeat the observations if possible. 

Examples of interpreter biases are not hard to come by in the 
physical, biological, and behavioral sciences. 12 In the physical sci­
ences, there were Michelson and ,Morley's experiments on the 
speed of light, conducted in 1887. Their report showed that, 
whether the light signals were sent out in the direction of the 
earth's motion or not, the speed was the same. It is said that this 
counterintuitive result was the stimulus for Einstein's develop­
ment of his theory of relativity in 1905, although Einstein him­
self denied the connection. The experiment by Michelson and 
Morley, however, was important to relativity theory and, in fact, 
had the result required by it. The results of these experiments 
were probably actually in error: There did appear to be an ether 
drift; and defined by a difference in the speed of light as a func­
tion of the signal's direction in relation to the earth's motion, this 
"ether drift" could have jeopardized relativity theory. That it did 
not illustrates an interpreter bias in physics. 

Michael Polanyi13 and Arthur Koestler14 have given the details 
of this case. In 1902, some 15 years after the Michelson-Morley 
experiment, W. M. Hicks showed some ether drift in their origi­
nal observations. Then, from 1902 to 1926, D. C. Miller repeated 
the classic experiment thousands of times and consistently 
obtained a drift of from 8 to 9 km per second. So well established 
was relativity theory by then, however, that Miller's work was 
largely discounted (even though he presented his complete evi­
dence in 1925 to the American Physical Society, of which he was 
then president). 
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:;;i Still later, W. Kantor, using still more elegant instrumentation, 
'u I demonstrated that the speed of light depended on the motion of 

the observer. 
It is true, as Polanyi tells us, that there was other evidence 

from different workers of the absence of ether drift, as required 
by relativity theory. But that evidence was not available when 
Miller presented his data in 1925 nor during the many years 
before that when he had been making his observations. How do 
we decide whether there was a methodological artifact in Miller's 
work, so that people did well to discount it? Is there a possibility 
that some physicist, had she or he been taught to take apparently 
sound data seriously, might, because of these inconsistent data, 
have so modified relativity theory that it would be more powerful 
by far? Miller's data were ignored, but they were available to any­
one to interpret. 

An illustration of interpreter bias in psychology-in which 
the data were neither ignored or unavailable-was discussed by 
psychologists John J. Sherwood and Mark Nataupsky. 15 They were 
interested in whether biographical characteristics of individual 
psychologists might predict how they would interpret published 
data pertaining to racial differences in intelligence research. 
Sherwood and Nataupsky gathered biographical information 
from a large number of psychologists who had published compar­
ative studies of the IQs of blacks and whites. Several biographical 
items (e.g., age, birth order, and education) were then examined 
for their possible influence on the nature-versus-nurture conclu­
sions reached by these psychologists. The three theoretical alterna­
tives used were (1) that the differences in IQ between blacks and 
whites are due to the innate inferiority of blacks; (2) that IQ dif­
ferences are due to environmental factors; or (3) that no reliable 
differences in IQ exist. Sherwood and Nataupsky concluded that it 
was possible statistically to predict people's interpreter biases 
about this issue simply from their biographies. 

Certain noninteractional artifacts are harder to classify as 
either observational or interpreter bias; instead, they fall in 
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between. One example is how many researchers interpret "non- r:: 
significant" p values as implying "no effect." When they say they I 21 
"observed no difference:' this observation may be based on a 
misinterpretation of what a significant or nonsignificant p value 
tells us. The p value is the probability of a Type I error in a test of 
significance (we have more to say about p values later); a "non­
significant p" is sometimes merely a signal that the sample size 
(i.e., the number of participants in the study) was too small to 
allow the detection of the obtained effect at some preferred level 
of significance. The effect may be present, but it may end up 
buried in a Davy Jones's locker of data that perished for want of 
a more powerful statistical analysis. Simple statistical procedures 
that help us guard against mistaken interpretations require 
nothing more than a pocket calculator and the raw ingredients in 
published reports. 16 Using such procedures, we can decide for 
ourselves whether an interpretation of "no effect" or "no observed 
difference" was really warranted. 

Intentional Error 
An attitude that abhors dishonesty and that values integrity and 
honest scholarship is paramount in scientific practice. Unfor­
tunately, the history of science tells us that deliberate falsification 
(e.g., rigged experiments or the presentation of faked results), 
although uncommon, does sometimes occur. It is called inten­
tional error here. An example in geology some two centuries ago 
involved Johann Beringer's discovery of remarkable fossils, 
including Hebraic letters which he interpreted as "the elements of 
a second Divine book."17 A short time after Beringer had pub­
lished his findings and their important implications, another 
"fossil" turned up with his name inscribed on it! He had been 
taken in by someone else's deliberate falsification. Although he 
immediately tried to buy back copies of his book, the damage to 
his reputation had been done. The standard story was that 
Beringer's students had perpetrated the hoax. There is evidence, 
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however, that the fraud was no schoolboy prank but two col-
221 leagues' (successful) effort to discredit him. 18 Here is a case where 

one scientist's interpreter bias could be attributed in large part to 
the intentional error of others. 

The problem of both intentional and unintentional error in 
the behavioral sciences may not differ from the problem in the 
sciences generally. Nevertheless, it has been said that, at least in 
the physical sciences, either intentional or unintentional errors 
are quickly checked by replication. Human nature being what it 
is, replication in the behavioral and social sciences frequently 
leads to uninterpretable differences in the data obtained. For 
example, in behavioral and social science, it is difficult to specify 
as explicitly as in physical science just how an experiment should 
be replicated and how "exact" an experimental replication is suf­
ficient. Thus it is often hard to establish whether "error" actually 
occurred or whether the specific conditions of the study differed 
sufficiently by chance to account for a difference in outcome. 
There is the additional problem that experimental replications 
are carried out on a different sample of research participants, 
which we know may differ markedly from the original sample. 
The steel balls rolled down inclined planes to demonstrate the 
laws of motion are much more dependably similar to one an­
other than are human participants, who by their actions are to 
demonstrate the laws of learning. 

The "cheater problem" in survey research (i.e., when a field 
interviewer fabricates the response to a question that was never 
asked of the respondent) is an example of intentional error in 
social science. A systematic attempt to assess the frequency and 
degree of interviewer cheating was reported by Hyman and his 
associates. 19 Fifteen interviewers were employed to conduct a 
study, and unbeknownst to them, each interviewed one or more 
planted respondents. One planted respondent, for example, was a 
"punctilious liberal"; he always qualified his responses so that no 
clear coding of his responses was possible. Another planted 
respondent played the role of a "hostile bigot"; he was uncooper-
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ative, suspicious, and unpleasant and tried to avoid committing f2 
himself to any answer at all on many of the questions. Interviews 23 
of the planted respondents were taped without the interviewers' 
knowledge. It was in the interview of the hostile bigot that the 
most cheating errors occurred. Four of the interviewers fabri-
cated a great deal of the interview information they reported. 
These interviewers also cheated more on their interviews of the 
punctilious liberal, although in general there was less cheating in 
that interview. The frequency of cheating, then, bore some rela-
tion to the specific data-collection situation and was predictable 
from one situation to another. 

In science generally, an assumption is made about the pre­
dictability of intentional error and is manifested in the distrust of 
data reported by an investigator who has been known, with vary­
ing degrees of certainty, to have erred intentionally on some other 
occasion. In science, a worker is allowed only once to contribute 
to the common data pool a bit of intentionally erring data. We 
should not, however, equate the survey research interviewer with 
the laboratory scientist or the scientist's assistants. The inter­
viewer in survey research is frequently a part-time employee, less 
well trained, often less intelligent, and also less interested in the 
scientific implications of the data collected than are the scientist 
or the students and assistants who work with the scientist. Rarely 
does the survey research interviewer identify with a scientific 
career role or endorse its strong taboos against data fabrication 
or other intentional errors, and its strong insistence on accurate, 
uncontaminated data. 20 

A case of suspected fraud in psychology came to light in the 
1970s, involving Sir Cyril Burt, the famous British psychologist 
whose work on twins had figured prominently in the debate 
about racial differences in intelligence.21 A leader in the eugenics 
movement in England, Burt believed that intelligence was irre­
deemably determined by heredity, and he produced mountains of 
data to support this conviction. But it is thought that he fabri­
cated his data, a suspicion that was first raised by Leon Kamin, 
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who voiced skepticism about Burt's published findings after dis-
241 covering internal implausibilities and basic methodological 

oversights in the data. 22 Extensive investigations undertaken by 
a British journalist reported a failure to find any evidence that 
Burt's two chief coauthors had ever existed, and he stands ac­
cused of having invented these phantom collaborators to lend 
credibility to his reports. 23 Because Burt is dead, we may never 
know whether the statistical artifacts in his reported data were 
due only to his carelessness or, as argued by Kamin and others, to 
a premeditated attempt to distort the research evidence.24 

There are other famous examples of intentional error in the 
sciences. In the 19th century, Gregor Mendel, the legendary 
Austrian botanist, performed experiments that became the basis 
of the modern science of genetics. Working with garden peas, he 
showed how their characteristics could be predicted from the 
characteristics of their "parents." In a famous piece of scientific 
detective work, Ronald A. Fisher (the inventor of the F test and 
the null hypothesis) used the chi-square statistic to ask whether 
Mendel's data may have been manipulated so that they would 
seem to be more in line with his theory. Using the chi-square as a 
"goodness-of-fit" test of Mendel's reported findings compared 
with statistically expected values, Fisher found Mendel's "find­
ings" too perfect to be plausible. Fisher concluded that Mendel 
had been deceived by a research assistant who knew what 
Mendel wanted to find and who manipulated the data too well. 

Biosocial Attributes of Investigators 
The physical and biological sciences have provided us with illus­
trations of investigator biases that do not influence the materials 
studied. We now turn to investigator artifacts that do influence 
the materials studied. A useful distinction is that between reactive 
measures and nonreactive measures; these terms are used to dif­
ferentiate measurements that do (reactive) from those that do not 
(nonreactive) affect the behavior being measured. For example, 
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in a study on therapy for weight control, the initial weigh-in may 
be a reactive stimulus to weight reduction, even without a thera- (25 
peutic intervention. 25 

Robert E. Lana drew an analogy between the reactive nature 
of many psychological measures and Werner Heisenberg's princi­
ple of uncertainty.26 This principle of quantum mechanics states 
that the precise measurement of one of two related, observable 
quantities will produce uncertainties in the measurement of the 
other quantity. Lana's thesis was that directly measuring behavior 
can introduce "uncertainties" into the measurements, a problem 
that increases as the measures become more precise. He men­
tioned a related situation in biology discussed by the physicist 
Neils Bohr.27 To have precise knowledge of the living cell, we 
must examine its molecular structure, Bohr noted. However, such 
an examination destroys the life of the cell; thus life precludes the 
precise determination of its physiochemical nature. 

It is perhaps harder to find examples in the physical and bio­
logical sciences of how differences among investigators may influ­
ence the materials studied. The speed of light, the reaction of one 
chemical with another, the arrangement of chromosomes within 
a cell-none of these are very likely to be affected by individual 
differences among the investigators interested in them. However, 
as we move from physics, chemistry, and molecular biology to 
those disciplines concerned with larger biological systems, we 
encounter more instances in which certain attributes of individ­
ual investigators can affect their research participants. By the 
time we reach the level of the behavioral and social sciences, 
there can be no doubt that investigators' differences may unin­
tentionally affect the behavior in which they are interested. For 
example, one researcher reported that experienced observers in 
an animal laboratory could judge which of several experimenters 
had been handling a rat by the animal's behavior while running 
a maze or when being picked up. 28 Another researcher observed 
that a dog's heart rate would drop dramatically simply because a 
certain experimenter was present.29 
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Our focus in the remainder of this chapter is on the nature 
2G of individual differences among experimenters that have been 

shown to have unintentional effects on the responses of their 
participants. We begin with biosocial attributes (e.g., sex, age, 
ethnicity, and race).30 For example, male and female experi­
menters may conduct the "same" experiment quite differently, 
so that the different results they obtain may be due to unin­
tentionally different manipulations.31 In an illustrative study, the 
interactions between experimenters and participants were recorded 
on sound films. It was found that only 12% of the experimenters 
ever smiled at their male participants, whereas 70% of the experi­
menters smiled at their female participants. Smiling by the exper­
imenters, it was noted, affected the participants' responses. From 
this evidence and from some more detailed analyses, which sug­
gest that female participants may be more protectively treated by 
their experimenters,32 it appears that chivalry is not dead in the 
psychological experiment-a finding that may be heartening or 
disheartening to readers, but that is certainly interesting psycho­
logically and disconcerting methodologically. 

Another relevant finding is that male experimenters who 
work with female participants, and female experimenters who 
work with male participants, usually require more time to collect 
portions of their data than do male or female experimenters 
working with participants of their own sex.33 Other interesting 
effects were revealed in the sound motion pictures of experi­
menters contacting participants. There was a tendency for male 
experimenters' movements to show greater friendliness than 
their tone of voice, and for male experimenters to be somewhat 
unfriendly toward male participants in the auditory channel of 
communication. The female experimenters were quite friendly to­
ward their female participants in the visual channel but not in the 
auditory channel. Such research implies that the sex of the experi­
menter and the sex of the participant jointly determine how the 
experimenter conducts the research. 34 
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Ps~chosocial Httributes of Investigators 
Experimenters who differ along such measurable personal and 
social dimensions as anxiety, need for approval, status, and 
warmth also tend to obtain different responses from their re­
search participants.35 But what do the more anxious experi­
menters do that leads their participants to respond differently? It 
was found in one study that experimenters scoring higher on the 
Taylor Manifest Anxiety Scale were more fidgety and had a less 
dominant tone of voice.36 Just what effects such behavior of the 
experimenter will have on the participants' responses may de­
pend on the particular experiment being conducted and on the 
characteristics of the participants. In any case, we must assume 
that a more anxious experimenter cannot conduct exactly the 
same experiment as a less anxious experimenter. When an experi­
ment has been conducted by a single experimenter, the probabil­
ity of its successful replication by a second experimenter may 
depend on the similarity in personality of the two experimenters. 

Anxiety is only one of the psychosocial experimenter vari­
ables affecting the participants' responses in an unintended way. 
In pioneering research on social desirability bias, Douglas P. 
Crowne and David Marlowe found that participants who scored 
high on a scale of need for approval tended to behave in such a 
way as to gain the approval of the experimenter.37 There is evi­
dence that experimenters who score high on this measure also 
behave so as to gain approval from their participants. An analysis 
of filmed interactions showed that experimenters scoring higher 
on the Marlowe-Crowne scale spoke to their participants in a 
more enthusiastic and affable tone of voice. In addition, these ex­
perimenters smiled more often and slanted their bodies more to­
ward the participants than did experimenters who scored lower 
in the need for social approval. 38 

Earlier research in a clinical setting had shown that the 
examiners' power to control their patients' fate was a partial 

I 
27 



I Chapter 2 

ii1 
determinant of the patients' Rorschach responses; the status 

II of the examiners, independent of their power to control the 
patient's destiny, had little effect.39 In a different setting, we 

might suppose that a Roman Catholic priest would obtain dif­
ferent responses to personal questions asked of Roman Catholic 
respondents than would a Roman Catholic layperson. That was 
the question addressed in another experiment, in which a lay­

man and a priest, each garbed sometimes as a layman and some­
times as a priest, asked a series of personal questions of male and 
female participants.40 The results were complex but interesting, 

male and female participants responding differently not so much 
to priest versus layman as to whether the priest and the layman 
were playing their true roles or simulating those roles.41 

Experimenters with a warmer manner and "cooler" experi­

menters have also been found to obtain different responses from 
participants.42 Working with children, researchers found that 

their participants' judgments of affect in photographs were influ­
enced by the degree of friendliness shown by the data collec­
tors.43 In one study, within-experimenter variation was a power­

ful unintended determinant of participants' responses.44 In this 

study, the variations in feeling state of a particular data collector 
were found to be related to his participants' physiological reac­

tions. When the experimenter had a "bad day," his participants' 

heart rates showed greater acceleration than when he had a "good 

day." Surprisingly, no relation was found between the data collec­
tor's feeling state and his own physiological responses. 

Situational Factors 
More than an experimenter's score on a test of anxiety, his or her 

status and warmth are defined and determined by the nature of 
the experimental situation and the participants being contacted. 

For example, the degree of warmth an experimenter shows one 
participant may be correlated with the degree of warmth that the 
experimenter shows other participants. Whether the experi-
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menter inadvertently encounters a participant with whom he or 
she has had prior social contact is another situational variable. In 129 
fact, the degree of acquaintanceship between experimenter and 
participant, the experimenter's level of experience, and the things 
that happen to the experimenter before and during his or her in­

teraction with the participant have all been shown to affect the 
participant's responses.45 

One study found that experimenters who were acquainted 
with and open to their participants obtained not only the more 
open responses we might expect on the basis of reciprocity, but 
also superior performance in a paired-associate learning task.46 

In an earlier study, by Eleanor L. Sacks, 30 children, all about 
3 years old, were divided into three experimental groups. Sacks 

spent one hour each day for 10 days with the children of one 

group in a nursery school, participating as a good, interested 
teacher. With the children of the second group, she spent the 
same amount of time, but her role was that of a dull, uninter­

ested teacher. She had no prior contact with the third group of 
children. The results were defined as changes in intelligence test 
scores before and after treatment. The IQ gains were 14.5 points 
in the first group, 5.0 points in the second group, and 1.6 points 

in the third group. This study illustrates not only the effects of 
prior contact, but also the effects of the warmth of that contact. 
When the experimenter had played a "warmer" role, the gain 

in IQ was 9.5 IQ points greater than when she had played a 
"cooler" role.47 

Previously, we mentioned that the kind of person the experi­

menter is before entering the experiment may affect the re­

sponses of the participants. There is also evidence that the kind 
of person the experimenter becomes after entering the experi­

ment may alter his or her behavior and, in turn, may affect the 
responses of the participants. In the folklore of psychologists 
who conduct experiments, there is the notion that sometimes, 
perhaps more often than we would expect, prospective partici­
pants contacted early in an experiment behave differently in the 
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~ research from participants recruited later. There may be some-
30 thing to this bit of lore, even if we make sure that people seen 

earlier and later in an experiment come from the same popula­
tion. The difference may lie in changes over the course of the 
study in the behavior of the experimenter. From what we know 
of performance curves, we might predict both a practice effect 
and a fatigue effect on the experimenter. 

For example, in experiments in which the participants were 
asked to rate stimulus persons, the experimenter-participant 
interactions were filmed and then analyzed by judges. It was found 
that the experimenters became more accurate and faster in their 
reading of instructions to their later-contacted participants. In ad­
dition, the experimenters became more bored or less interested 
over the course of the experiment, as coded from their behavior in 
the experimental interaction. As we might also predict, the experi­
menters became less tense with more experience. These changes in 
the experimenters' behavior during the course of the experiment 
appeared to affect their participants' responses. Those participants 
contacted by experimenters whose behavior had changed in the 
ways described rated the experimenters as less successful.48 

The experimenter-participant communication system is a 
complex of intertwining feedback loops. The experimenter's 
behavior, we have seen, affects the participant's responses. The 
participant's responses also affect the experimenter's behavior, 
which in turn affects the participant's responses. In this way, the 
participants play an indirect part in the determination of their 
own responses.49 In one study, half the student experimenters 
had their hypotheses confirmed by their first few participants, 
who were actually accomplices of the principal investigator. The 
remaining student experimenters had their hypotheses discon­
firmed. This confirmation or disconfirmation of their hypotheses 
affected the experimenters' behavior enough so that, from their 
next participants, who were bona fide and not accomplices, they 
obtained different responses not only to the experimental task, 
but on standard tests of personality as well. These responses were 
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predictable from a knowledge of the responses that the student ex- l1 
perimenters had obtained from the accomplices (i.e., the earlier- 31 
contacted participants).50 

An interesting footnote on the psychology of the accomplice 
comes from this experiment. The accomplices had been coached 
in the responses they were to give the student experimenter. 
However, they did not know when they were confirming or dis­
confirming an experimenter's hypothesis or, indeed, that there 
were expectancies to be confirmed at all. Despite their coaching, 
the accomplices' performance was affected by the student experi­
menters' expectancies, that is, by whether the student experi­
menter's hypothesis was being confirmed or disconfirmed by 
their responses. Thus we can also think of the accomplices as 
"experimenters" and the student experimenters as the accom­
plices' targets or "victims." As targets of the accomplices, the stu­
dent experimenters were no more passive responders than were 
the accomplices: they "acted back"-so it is good to think of 
them also as participants. 

There are, of course, many other ways in which situational 
factors may intervene. For example, the physical scene in which 
the experiment takes place may affect the participant's responses, 
as Henry W. Riecken pointed out. 51 Riecken noted how little was 
known about how the scene affects the participant's responses 
and how the laboratory setting affects the experimenter. Riecken 
wondered about the effect on his participants of the experi­
menter's white coat. Perhaps it made the experimenter seem 
more of a scientist in the participants' eyes, and perhaps it also 
made the experimenter feel more like a scientist. If "clothes make 
the man," a respectable-looking laboratory should make the sci­
entist (male or female) feel more the part. The most senior of the 
laboratory directors may not be susceptible to such an effect, but 
most senior investigators do not actually collect data themselves. 
It is far more common for data to be collected by subordinates, 
who may be more influenced by the kind of setting in which they 
contact the participants. 
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We do not want to leave readers with a princess-and-the-pea 
32 image of research participants as overly sensitive and overly 

responsive to the slightest situational variations. It is possible for 
even the most outrageous circumstances to have no biasing 
effect, and it is not easy to foresee when biasing effects will actu­
ally materialize.52 In a classic case, H. B. Hovey had an intelli­
gence test administered to 171 people divided into two groups.53 

One group took the test in a quiet room, and the other took it in 
a room with seven bells, five buzzers, a SSO-watt spotlight, a 
90,000-volt rotary-spark gap, a phonograph, two organ pipes of 
varying pitch, three metal whistles, a SS-pound circular saw 
mounted on a wooden frame, a photographer taking pictures, 
and four students doing acrobatics! The events in the second 
room were choreographed so that a number of these distractions 
sometimes occurred concurrently and at other times the room 
was quiet. The surprising result was that the group in the second 
room scored as well as the group in the first. 

Modeling Effects 
The term modeling means that someone who observes someone 
else (a model) demonstrate a certain behavior then copies the be­
havior. For example, in behavior therapy based on modeling, the 
clients observe someone demonstrating the ideal behavior and 
receiving rewards for it. The client makes the association that 
copying the ideal behavior will result in rewards for him or her, 
and in this way, observational learning occurs. An application 
would be the use of this treatment for agoraphobia, which is a 
fear of open spaces, crowds, streets, and traveling. The agorapho­
bic might observe a close friend who manages to stay calm under 
conditions that would normally cause the agoraphobic to panic. 
Modeling, as we see next, is also a potential source of interactional 
artifacts in behavioral research. 

In survey research, there is considerable evidence that the inter­
viewer's own opinion, attitude, or ideology affects the responses 
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of those interviewed. The respondent may try to copy what he or 
she thinks the interviewer believes, although the basic paradigm r33 
used to study this modeling phenomenon is not without its own 
potential artifacts. The basic paradigm has been to ask the inter­
viewers who are to be used in a given project to respond to the 
questionnaire themselves. How they have responded is then cor­
related with the responses that they obtain from those inter­
viewed. The problem is that, if the interviewers are allowed any 
choice in the selection of the interviewees, they may select like­
minded respondents. 

Even if the interviewers are not allowed any choice in inter­
viewee selection, but the respondents are not randomly assigned 
to interviewers, the same problem may result. For example, if the 
interviewers are assigned a sample of respondents from their 
home neighborhoods, the opinions of interviewers and respon­
dents are likely to come "precorrelated" because opinions are 
related to neighborhoods. However, if the respondents are ran­
domly assigned to the interviewers, and if errors of observation, 
recording, and coding can be eliminated (at least statistically), the 
resulting correlation between the interviewers' opinions and their 
respondents' opinions provides a good measure of modeling 
effects. Such studies suggest that interviewer modeling effects 
cannot be expected always to occur or to produce substantial 
bias. 54 In a minority of studies, there has even been evidence of 
negative modeling; that is, the participants have responded in a 
direction opposite to that seemingly favored by the interviewer. 55 

An early study, reported by Hyman and his associates, illus­
trates this area of research; the data were collected by the 
Audience Research Institute in 1940.56 The research participants 
were given a very brief description of a proposed motion-picture 
plot and were asked to state whether they would like to see such a 
movie. Both male and female interviewers contacted both male 
and female participants. The results were that the responses 
obtained by the interviewers depended on their gender and, 
seemingly, on the respondents' inference of what movies the 
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i4J interviewers would, because of their gender, probably enjoy most. 
34 One of the film plots described was that of Lawrence of Arabia. 

When male and female participants were asked about this film by 
interviewers of their own gender, the male participants were 50% 
more likely than female participants to favor the film. When the 
interviewer was of the opposite gender, the male participants re­
sponded favorably only 14% more often than female participants. 
It appeared that the participants responded by "preferring" those 
movies which, judging by the gender of the interviewer, they 
thought they should prefer. 

An interesting question is whether participants in field re­
search or laboratory research tend, in general, to respond so as 
to reduce the perceived differences between themselves and the 
data collector with whom they are interacting. No decisive 
answer to this question is yet available, and surely, as an assertion, 
it is highly oversimplified. It may, however, be a reasonable one if 
both the participants' attributes and the nature of the data collec­
tion situation are considered. From all we know at present, these 
factors are likely to combine with the participants' motives to be 
less different from the data collector. Two sources of such motives 
are obvious. One is the wish to be similar in order to smooth the 
social interaction. The other is the wish to be more like a person 
who seems to enjoy, either continuously or at least situationally, a 
position of higher status. To "keep up with" that Jones who is 
a data collector, one must behave as one believes a Jones would 
behave in that situation. 

We mentioned how modeling is used in behavioral therapy to 
reshape people's behavior. Modeling effects may also occur unin­
tentionally in clinical practice. It is often said of clinical psycho­
logical interactions that the clinicians model their patients some­
what after the image the clinicians have of themselves. When the 
clinical interaction is the protracted one of psychotherapy, it 
seems especially easy to believe that such effects may occur. If it is 
plausible that participants in research tend to respond as they 
believe the experimenter would respond, then it is also plausible 
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that such effects occur when the "participant" is a client or patient, r;, 
who may have all the modeling motives of the experimental par- 135 
ticipant and, in addition, the powerful motive of hope that his or 
her distress will be relieved. 

Clinical psychologist Stanley R. Graham reported a study in 
which 10 psychotherapists were divided into two groups on the 
basis of their own perceptual style of approach to the Rorschach 
blots. 57 Half the therapists tended to perceive more movement in 
the inkblots relative to color than did the remaining therapists, 
who tended to perceive more color. The therapists saw a total of 
89 patients for eight months of treatment. Rorschachs adminis­
tered to the patients of the two groups of therapists showed no 
differences before treatment. After treatment, the patients seen by 
the more movement-perceiving therapists perceived more move­
ment themselves. Patients seen by the more color-perceiving 
therapists perceived more color after treatment. Such evidence 
suggests the possible occurrence of unintentional modeling in the 
psychotherapeutic relationship. 58 

Studies have suggested that modeling effects occur even in 
structured experimental interactions. A study in educational 
psychology found that high-authoritarian experimenters were 
unable to convince their participants of the value of nonauthor­
itarian teaching methods.59 Presumably, such experimenters 
could not convincingly persuade participants to accept com­
munications that the experimenters themselves found unac­
ceptable. Another researcher used a phrase association task and 
found that participants contacted by experimenters showing a 
higher degree of associative disturbance also showed a higher 
degree of disturbance than did participants contacted by experi­
menters showing less disturbance.60 Even before such experi­
ments had been conducted, Floyd H. Allport had expressed the 
idea that experimenters may suggest to participants, quite unin­
tentionally, the experimenters' own appraisal of the experimen­
tal stimulus, and that this suggestion may affect the results of 
the experiment.61 
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In a series of 10 experiments, the occurrence and magnitude 
JiJ of modeling effects were assessed in a laboratory setting.62 The 

studies, conducted between 1959 and 1964, used a person percep­
tion task in which 900 participants were asked by student experi­
menters to rate a series of photos on how successful or unsuccess­
ful the persons pictured appeared to be. As part of their training, 
the 161 student experimenters rated the photos before contacting 
their participants. In each study, the modeling effects were de­
fined by the correlation between the mean rating of the photos by 
the different student experimenters and the mean photo rating 
obtained by each experimenter from all his or her participants. 
An analysis, in which the correlations were combined without 
being weighted in any way, produced a mean correlation of + .15; 

another analysis, in which the correlations were combined after 
each was weighted by the number of student experimenters per 
study, produced a mean correlation of + .14. These overall results 
were in the direction predicted by a modeling hypothesis.63 Thus, 
from all the evidence that is available, it seems that modeling ef­
fects occur at least sometimes in psychological research con­
ducted in the field or laboratory.64 

Coping with Investigator Biases 
We have described the existence of several different types of 
experimenter biases, and in the next chapter, we will focus on 
one additional class of interactional artifacts, those attributable 
to the investigator's expectancies. We will have more to say about 
how such effects can be controlled, but generally speaking, the 
most critical control is woven into the fabric of science by 
the tradition of replication. For example, frequent replication of 
observations serves to establish the definition of observer bias. It 
does not, however, eliminate that problem; it was long ago recog­
nized by Karl Pearson that replicated observations made under 
similar conditions of anticipation, instrumentation, and psycho­
logical climate may, by virtue of their intercorrelation, all be 
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biased with respect to some external criterion.65 An excellent 
example was the infamous case of the N rays. Until they were 37 
finally debunked by R. W. Wood, they had been "observed" by 
many scientists, and only a few scientists had been unable to 
detect the phenomenon. 

The human mind, as Lavoisier was quoted earlier as saying, 
does indeed get "creased into a way of seeing things."66 Karl 
Popper's principle of falsifiability (refutability) is also relevant 
here. 67 As he noted, it is quite possible for anyone with a fertile 
imagination to "observe" things that are consistent with almost 
any claims. Good hypotheses in science must be risky, Popper 
advised. To be scientific, claims have to be refutable by some 
conceivable observation, not merely confirmable by those who, 
as F. W. Lane was previously quoted as saying, "equate what they 
think they see, and sometimes what they want to see, with what 
actually happens."68 

In the case of interpreter bias, some of these confounding 
effects are fully public events and some are not. If we have public 
observations that are not congenial with our own views, we are 
always free to disagree. It is the public nature of the interpretive 
differences which ensures that, in time, they will be adequately 
addressed and will perhaps be resolved with the addition of new 
observations or the development of new mental matrices that 
allow the reconciliation of opposing views. But when interpreter 
biases operate to keep observations off the market, they are less 
than fully public events. For example, if an observation is dis­
carded because the investigator believes it was made in error, no 
one can disagree and attempt to use the discordancy in a refor­
mulation of an existing theory or as evidence against its tenabil­
ity. When statistically nonsignificant results are unpublishable, 
the fact of their statistical nonsignificance is not a publicly avail­
able observation. When sensitive or unpopular results cannot be 
published, they are kept out of the public data pool of science. 
Thus, to the extent that the "public-ness" of science is encour­
aged, we can control to some extent for interpreter bias. 
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We also discussed specific allegations of fraud (intentional 
38 1 error). The whistle blower's charge of fraud is such a serious one 

that it is leveled only at the peril of the accuser, and it is essential 
that the facts be known. The charge may be quite legitimate, in 
which case it must be fully aired, and steps must be taken to cor­
rect the situation. However, it is possible for anonymous accusers 
to create mischief with false allegations. The accuser might, for 
example, be a vengeful former student or employee who wants to 
hoodwink a nervous administrator into acting wrongly and pre­
cipitously against an innocent individual. Even an unfounded al­
legation can take on a life of its own. Thus it is essential to gather 
the relevant facts because, once started, a false allegation is hard 
to stop. 

Making one's data available to others would be a very useful 
convention, although it is necessary to protect the identity and 
privacy of the respondents so that we do not violate any ethical 
dictates or inadvertently cause respondents embarrassment.69 If 
there is ever to be an open-books system, the borrower must 
make it convenient for the lender. A request to "send me all your 
data on verbal conditioning" to a scientist who has been collect­
ing data on that subject for 10 years rightly winds up being ig­
nored. If data are reasonably requested, if the reason for the re­
quest is given as an accompanying courtesy, and if the identity of 
the people who participated is protected, the data can be dupli­
cated at the borrower's expense and given to the borrower on the 
stipulation that there will be no ethical violations. Such a data­
sharing system would serve to allay any doubts about the extent 
and type of errors in a set of data. It would provide the borrower 
something very useful that may not have been of interest to the 
original data collector. 

In general, the most basic control for experimenter biases is, 
again, the tradition of replication of research findings. J. B. Conant 
drew a compelling analogy between the scientist and the person 
trying to unlock a door with a set of previously untried keys. The 
person says, "If this key fits the lock, the lock will spring when I 
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turn the key."70 The scientist has a choice of "keys" (research 13i 
methods), decides on one, and says in essence, "Let's try it." 39 
Conant's point was that the scientific outlook relies on methods 
that independent investigators can use to replicate what others 
have opened up for scrutiny and investigation. It is this reliance on 
independent replication that connects scientists in different fields, 
though they use different empirical methods in their research. In 
the behavioral sciences, the situation is perhaps more compli-
cated. As mentioned previously, in work with human participants, 
there are sampling and procedural differences so trivial on the 
surface that few people would expect them to make a difference. 
However, it is to these differences that we turn in part to account 
for the different results of similar experiments. We require replica-
tions but often can conclude little from the failure to achieve con­
firming data.7 1 Science, it is said, is self-correcting, but in the be­
havioral sciences, it corrects itself only very slowly. 
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Expectations as Self­
Fulfilling Prophecies 
I am human, said the poet, nothing human is foreign to me; 

self-awareness requires no less an admission and self-esteem no less 

an aspiration on the part of the behavioral scientist. But the more 

involved he is with his subject-matter, the more likely it is that his 

observations will be affected by the involvement. 

Expectanc~ Bias 
~n~ e have seen cases from science and everyday life 

Wl in which suppositions and expectations influ­

enced what people believed they saw, so that in 

some cases they "observed" something that was not 

actually there (e.g., N rays). People may also reach 

false conclusions based on false assumptions be­

cause they see something and misinterpret it. In 

1954, residents of Seattle, Washington, panicked at 

what they perceived to be "pittings" on their auto­

mobile windshields, supposedly caused by radioac­

tive fallout from the Eniwetok H-bomb tests.2 The 
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"pits" turned out to be harmless little black particles that had 
421 formed through the improper combustion of bituminous coal. 

Sometimes people act on assumptions that ultimately turn out to 
be false. The way stock prices spike or drop precipitously on the 
basis of a false rumor is a case in point.3 Frequently people's 
wishes for, or expectations of, an event lead them to behave in a 
way that increases the likelihood the event will occur as expected; 
the name of this phenomenon is self-fulfilling prophecy. 

The term was coined by sociologist Robert K. Merton,4 who 
explained the self-fulfilling prophecy by means of a parable about 
a bank (the "Last National Bank") that was a flourishing institu­
tion until its depositers cleared out their accounts after hearing a 
rumor that the bank was insolvent: "Once the depositers ques­
tioned the validity of the economic structure on which the bank 
was built, the structure lost its validity and ruin was the result."5 

Gordon W. Allport argued that self-fulfilling prophecies explain 
why nations that expect to go to war often have their expectations 
confirmed,6 and Kenneth B. Clark said they explain the predica­
ment of impoverished African-American children, whom he char­
acterized as victims of an "educational self-fulfilling prophecy:'7 In 
George Bernard Shaw's play Pygmalion-which was made into the 
Broadway musical My Fair Lady-Eliza Doolittle becomes the 
object of a self-fulfilling prophecy. A poor street girl who sells 
flowers, she captures the attention of Henry Higgins, a language 
professor, because she has the most atrocious accent he has ever 
heard. He bets that, by changing her accent, he can transform her 
into a "lady" in English high society. He wins his bet and imag­
ines himself as the ancient Greek sculptor, Pygmalion, who cre­
ated a statue of a woman so lovely he could not resist her. 

Some prophecy of how the investigation will turn out is also 
virtually a constant in science. Behavioral researchers, like other 
scientists generally, conduct research specifically to test hypothe­
ses or expectations about the nature of things. When the re­
searcher's hypothesis or expectation leads unintentionally to 
behavior toward the research participants that increases the likeli-
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hood that the researcher's expectation will be confirmed, we call 
this an expectancy effect. In this chapter we will discuss studies of 43 
expectancy effects as well as methods of controlling the bias that 
results from these effects (expectancy bias). Expectancy effects have 
also been experimentally manipulated in the classroom, and we 
will review how expectancies of teachers may produce so-called 
Pygmalion effects in their pupils' intellectual performance. 

R Sample of Studies 
The systematic study of expectancy bias in research started in the 
late 1950s. The idea for these studies had a lot to do with serendip­
ity, which means a lucky discovery-it comes from Serendip, once 
the name for Sri Lanka, because it was said that the three princes 
of Serendip made lucky discoveries. The idea for a series of studies 
of expectancy effects was inspired by a serendipitous result in 
Rosenthal's dissertation research. It led to a frantic search of the 
literature for an explanation and to the term unconscious experi­
menter bias, which evolved into the concept of experimenter ex­
pectancy bias and also a series of studies at the University of 
North Dakota (UND), with Kermit L. Fode, of how experi­
menters' hypotheses can unwittingly influence their results.8 

In the initial studies at UND, student experimenters instructed 
their participants to judge and rate the success or failure of peo­
ple by looking at their photos. Half the experimenters were led to 
expect success ratings by their participants, while the remaining 
experimenters were led to expect failure ratings from their partic­
ipants.9 The results of the studies were consistent with this expec­
tancy induction: ratings of success predominated in the success 
condition, and ratings of failure prevailed in the failure condition. 
When these results were submitted to a journal for publication, 
they were met with ambivalence; accordingly, further studies 
using animal and human subjects were undertaken. 

In the first study of expectancy effects in animal learning, a 
dozen student experimenters at UND taught rats to run a maze 
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with the aid of visual cues. 10 The rats were randomly assigned 
44 to the students. Half the students were told their rats had been 

bred for "maze-brightness;' and the other half were told their rats 
had been bred for "maze-dullness." There were no differences in 
the rats except the experimenters' expectations. At the end of the 
study, the results were clear. The rats run by experimenters expect­
ing brighter behavior showed significantly better learning than the 
rats run by experimenters expecting dull behavior. 

This experiment was repeated at Ohio State University, with 
Reed Lawson the co investigator, this time using a series of learning 
trials in a Skinner box. 11 Half of the student experimenters were 
told their rats were "Skinner-box-bright," and the other half were 
told their rats were "Skinner-box-dull." Once again, there were not 
really any differences in the two groups of rats, at least not until 
the results were analyzed at the end of the study: then, the 
allegedly brighter animals really were "brighter" and the alleged 

dullards were more "dull." 
Neither of the animal studies showed any evidence that the 

student experimenters might have falsified their results. Thus it 
could be concluded that the experimenters' expectations had 
acted not on the experimenters' evaluation of the animals' per­
formance, but on the actual performance of the rats. If rats 
behaved more "brightly" when so expected by their experi­
menters, it seemed plausible that children might behave more 
brightly if so expected by their teacher. Educational theorists 
had, after all, been saying for a long time that some children were 
unable to learn because their teachers expected them to be unable 
to learn. Was it possible that a teacher who believed that certain 
pupils were especially bright might act more warmly toward them, 
teach them more material, and spend more time with them? Would 
the teacher's belief thereby become a self-fulfilling prophecy? 

A felicitous opportunity to address these questions arose 
when a letter arrived from Lenore Jacobson, the principal of a 
South San Francisco elementary school. 12 Jacobson told of her 
interest in the problem of teacher expectations and ended her let-
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ter, "If you ever 'graduate' to classroom children, please let me ~ 

know whether I can be of assistance." It was an offer too good to 145 
pass up, and in the spring of 1964, all the children in Jacobson's 
school were administered a nonverbal test of intelligence, dis­
guised as a test that would predict "intellectual blooming."13 

There were 18 classrooms in the school; each of the six grade lev-
els had 3, composed of children with above-average, average, or 
below-average ability. In each of the 18 classrooms, approxi­
mately 20% of the children were chosen at random to form the 
experimental group, and each teacher was given the names of 
these children in his or her class. The teacher was told that these 
children's scores on the "test of intellectual blooming'' indicated 
that they would show remarkable gains in intellectual compe-
tence during the next eight months of school. The only actual dif­
ference between the experimental-group and the control-group 
children was in the mind of their teacher. 

Eight months later, all the children were retested with the 
same IQ test, and those children from whom the teachers had 
been led to expect greater intellectual gains showed, over all, a 
greater gain in IQ scores than did the children in the control 
group. Although the greatest differential gain in total IQ appeared 
after one school year, the experimental group clearly held an 
advantage over the other children, the controls, even after two years. 

These studies give a flavor of the research on expectancy 
effects, though they barely scratch the surface of this area. Other 
studies include Peter Blanck's work on the effects of expectancies 
held by judges and juries, 14 Marylee Taylor's work on how inter­
personal expectancies can perpetuate racial injustice, 15 Dov 
Eden's investigations of interpersonal expectations in the work­
place, 16 Howard Friedman's and Robin DiMatteo's work on 
expectations in health maintenance, 17 and Elisha Babad's studies 
of the "golem effect." 18 The Golem is a kind of Frankenstein's 
monster in Jewish mythology; Babad's research examines the 
often self-fulfilling nature of teachers' negative expectancies 
about some of their students. 
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46 The First 345 Studies 
For a number of years, the central question in the study of 
expectancy effects was whether they even existed. This question 
stimulated a spate of studies in a range of settings, such as investi­
gations of symbol learning, athletic performance, the ability to 
discriminate tones, changes in IQ scores, and learning in mazes 
and Skinner boxes. In the decade after the first expectancy study, 
over 100 studies of interpersonal expectations had been reported. 
By the following decade, the number had risen to 34S experiments, 
and by the beginning of the 1990s, there were over 4SO studies. We 
next sample some of the data from a meta-analysis of the 34S stud­
ies done through the 1970s, to sketch the overall expectancy effect 
and the specific effects of expectancies in eight domains of be­

havioral research. 
The term meta-analysis means an "analysis of analyses," or a 

collective reanalysis of previously reported results. Employing 
this approach, Rosenthal and Donald B. Rubin first examined 
the proportion of studies showing expectancy biases in eight 
research domains. 19 This analysis was designed to determine 
how many of the predicted results were significant at "p equal to 
or less than .OS." The assumption was that, if the 34S had been a 
randomly selected sample of studies from a population of all 
possible studies for which the null hypothesis was true, we 
should expect S% of the studies to achieve .OS significance by 
chance alone. The first column of numbers in Table 3.1 shows 
that all the proportions exceeded the expected value, and that 
the median proportion of .39 is almost eight times larger than 

the expected chance value. 
Still, some unknown factors might have kept any negative 

results out of sight so that only these 34S studies were accessible. 
For example, studies that failed to find statistically significant 
results might have been filed away in obscurity, a possibility 
called the file-drawer problem. The implication is that the 34S 
might have been a biased sample of studies. One way to address 
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Expectancy Effects in Eight Areas 

Proportion of 
results that Mean Mean 
reached p < .05 effect effect 
in the predicted size in size in 

Research area direction Cohen'sd Pearson r 

Laboratory interviews .38 0.14 .07 

Reaction time .22 0.17 .08 

Learning and ability .29 0.54 .26 

Person perception .27 o.ss .27 

Inkblot tests .44 0.84 .39 

Everyday situations .40 0.88 .40 

Psychophysical 
judgments .43 LOS .46 

Animal learning .73 1.73 .65 

Median .39 0.70 .33 

this concern was to compute the overall p of the 34S studies and 
ask how many additional studies with null results it would take to 
boost this p value to a "barely acceptable" level of significance. 20 

Finding that it would take only a small number of studies would 
imply that the overall p could be easily upset by a few null results 
tucked away in file drawers. Finding that it would take a large 
number of studies to overturn the obtained p value would assure 
us that the file-drawer problem was not a concern in this case. 
Many researchers and editors regard "p = .OS" as a cutoff, or 
barely acceptable, level of significance.21 In this case, it was found 
that it would take more than 6S,OOO studies with null results to 

147 
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move the overall p associated with an expectancy effect in the 345 
48 studies to a barely acceptable p = .OS. 

Other analyses of the 345 studies concentrated on the size of 
the expectancy relationship (called the effect size) rather than only 
on probability values. Even small effects may have associated p 
values that are statistically significant, and even large effects may 
have associated p values that are not statistically significant. The 
reason is that t tests, F tests, chi-square tests, Z tests, and so on can 
be shown to consist of two components-one reflecting the effect 
size and the other, the sample size. These two components are 
related in a way that can be described by a simple conceptual 
equation: Magnitude of significance test = Size of effect x Size of 
study (where "Size of study" can be defined as the sample size). 

This conceptual relationship teaches us that a significance 
test will have a larger value-and therefore will be associated with 
a smaller (i.e., "more significant") p value-with increases in the 
effect size or the sample size. Researchers can consult a table to 
determine how large a sample they will need to detect a given 
effect at a preferred significance level. 22 Because the effect size 
and the significance level tell us different things, it is prudent to 
consider both pieces of information. Table 3.2 shows four possi­
ble outcomes of p values and effect sizes, and it implies how easily 
we can fall into the trap of making spurious conclusions when we 
do not understand what p values really tell us. The "acceptable" 
and "unacceptable" labels imply that the particular values of an 
effect size or a significance level considered "large enough" or suf­
ficiently stringent to detect the presence of a "real" effect or a 

"real" difference are not cut in stone. 
Suppose we found a "nonsignificant" p and a "large" effect 

size-what would this tell us? If we merely concluded on the basis 
of the significance level that "nothing happened;' we might be 
making a serious mistake. A small sample size may have led to fail­
ure to detect the obtained effect at the preferred p level; this 
research should be continued with a larger sample size before we 
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Table 3.2 
Potential Problems of Inference as a Function of Obtained 
Effect Sizes and Significance Levels 

Level of significance 

"Acceptable" 
(low enough) 

"Unacceptable" 
(too high) 

''Acceptable" 
(large enough) 

No inferential 
problem 

Effect size 

Failure to perceive 
practical importance 
of "nonsignificant" 
results 

"Unacceptable" 
(too small) 

Mistaking 
statistical 
significance 
for practical 
importance 

No inferential 
problem 

embrace the null hypothesis as "true." Suppose we found a "signif­
icant" p and a "small" effect-what would this tell us? The answer 
depends both on the sample size and on what we consider the 
practical importance of the estimated effect size. With a large sam­
ple size, we may mistake a result that is merely "very significant" 
for one that is of practical importance. 

One informative measure of the effect size when there are 
two groups to be compared is Jacob Cohen's d statistic. It is com­
puted by dividing the difference between the group means by the 
population standard deviation; the result tells us the difference 
between the means in standard normal curve units. If d = 0, there 
is no difference; if d = 1.0, the difference is equivalent to one stan­
dard deviation in a normal curve (which would be a very sub­
stantial difference) . 

I 
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Another informative measure of effect size is the Pearson r. 
SO In the case of two groups, we code the groups (e.g., 0 and 1) and 

then correlate each participant's group membership with the per­
son's score on the dependent variable; the result tells us the mag­
nitude of the relationship between the independent and depen­
dent variables in correlational units. If r = 0, there is no such 
relationship; if r = 1.0, group membership is a perfect predictor 

of scores on the dependent variable. 
Even very small effects are sometimes important, so it is a 

good idea to examine the magnitude of the effect within the par­
ticular context of the variables in question. However, as a general 
rule of thumb, Cohen recommended that we call d = 0.2 or r = .1 
a "small" effect; d = 0.5 or r = .3, a "medium" effect; and d = 0.8 or 
r = .5, a "large" effect. Table 3.1 shows d's and r's based on a strat­
ified sample of the 345 studies.23 Using Cohen's rules, we would 
say that the effect sizes ranged from "small" in laboratory inter­
views and reaction time studies to "very large" in psychophysical 
judgment and animal learning studies. The median d and r are 
comparable to effect sizes generally considered informative and 

reliable in behavioral science. 
There were other analyses of the 345 studies, with further 

results consistent with the claim that expectancy bias is a real 
phenomenon. For example, another analysis was made of studies 
reported in doctoral dissertations and of studies reported in arti­
cles and other archives. The idea was that dissertations were more 
readily retrievable, less likely to be suppressed because of non­
significant results, and more likely to meet at least minimum 
standards of quality. The median d for dissertations was 0.38 
("small to medium"), and for all other studies it was 0.82. Other 
analyses isolated studies in which there had been specific controls 
for cheating or recording errors; the median d in these studies 
was 0.48 ("medium"). Thus all the findings implied that ex­

pectancy effects had been frequently demonstrated in a wide 

range of settings. 
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Moderation of Interpersonal Expectancies W 
Over time, a picture has emerged about moderating variables that 
may influence the size of interpersonal expectancy effects. For 
example, in the case of teacher expectancy effects,24 Stephen W. 
Raudenbush and A. S. Bryk analyzed 18 randomized replications 
of the Pygmalion experiment.25 The replications generally involved 
an experimenter's giving a test to a randomly selected sample of 
students who were then identified to their teachers as likely to 
experience substantial intellectual growth. Raudenbush and Bryk 
found the size of the Pygmalion effect to be moderated by the 
amount of prior contact between the teachers and the students. 
The Pygmalion effect was not as likely to occur if the teacher had 
had prior contact with the student, perhaps because teacher's ini­

tial impressions may have hardened by the time they received the 
expectancy suggestion. 

John M. Darley and Kathryn C. Oleson drew on a number of 
previous findings in order to theorize some conditions that may 

place limits on the expectancy effect. 26 For example, as in the role 
played by prior contact, the work of Edward E. Jones suggests that 
some trait impressions may be highly resistant to modification. 27 

There is a saying that "first impressions count:' but some first 
impressions count more than others. 28 Suppose, based on prior 
contact with some person, we think he is stupid or dishonest; 
such an impression may not be easily overcome. 29 Stereotypes 
rooted in prejudice may become so deeply ingrained that they are 
not easily excised merely by a prediction of change. 30 

Another condition, suggested in part by other work,31 is the 
ability to understand expectancy cues. For example, more recent 
studies by Rosnow, Anne Skleder, Marianne Jaeger, and Bruce 
Rind have investigated the extent to which people are able to 
understand other's actions and intentions. We are not all equally 
endowed with such interpersonal acumen, and some actions and 
intentions seem intrinsically less transparent. The results of this 
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::i research suggest a kind of built-in cognitive hierarchical struc­
Si: I ture, which is associated with the ability to read and interpret 

interpersonal cues.32 If we generalize to expectancy cues, it fol­
lows that if a person is insensitive to certain expectancy cues, then 
they cannot be processed or the expectancies cannot take hold. 

A third condition was implied in research by William B. 
Swann, in which he found that personality sometimes triumphs 
over expectancy.33 A person who feels that he possesses a certain 
central trait is more likely to be perceived as really having that 
trait, regardless of any initial expectancy by others. The structure 
of the person's self-image hardens over time, as others accept the 
self-defined image as real and reinforce it (perhaps unwittingly) 
through their relations with the person. This is a different kind of 
self-fulfilling prophecy, a "competing prophecy;' which is at odds 
with the expectancy cues and yet overcomes them in a uniquely 
self-fulfilling way. 

Mediation of Interpersonal Expectancies 
There has also been theoretical speculation on the mediating cues 
and behaviors by which interpersonal expectancy effects are com­
municated.34 Many of the experiments on the operation of ex­
perimenter expectancy effects have used a standard photo-rating 
task, in which the participants were asked by their experimenter 
to rate the degree of success or failure that appeared to be 
reflected in photographed faces. One of the earliest and strongest 
hints that nonverbal cues are probably involved in the mediation 
of such expectancy effects came from the fact that all the experi-

~ 

menters had read the same standard instructions to their partici-
pants. Despite this standardization of the verbal content of 
the experimenters' commu~ications, the participants' responses 
accorded with the expectations that had been experimentally 
induced in the minds of the experimenters. If the words in the 
instructions did not differ, then nonverbal cues must have been 
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the critical elements. When a screen was placed between the 
experimenter and the research participant, the size of the effect of fs"3 
experimenter expectations was cut in half. 

A two-stage study, conducted by John G. Adair and J. S. 
Epstein, lends support to the idea that interpersonal expectations 
may be communicated by the sender's tone of voice.35 In Stage 1, 
the experimenters were led to expect either high or low ratings of 
success from the research participants. Just as in many other 
studies of this kind, the experimenters did in fact obtain results in 
the direction of their expectations. In Stage 2, there were no 
experimenters at all. Instead, the tape-recorded voices of the 
experimenters instructing the participants in Stage 1 were played 
for new groups of participants. Thus the Stage 2 participants 
were given their instructions not by "real" experimenters but by 
the voices of experimenters who had been given different expec­
tations of how their participants should rate the presented pho­
tos. The results of Stage 2 showed that the effects of experi­
menters' expectations were just as effectively communicated by 
their tape-recorded voices as they had been when the experi­
menters had interacted directly with their participants in Stage 1. 

Audio cues, then, were again sufficient to communicate to the 
participants the expectations of their experimenters. 

E. J. Zoble and R. S. Lehman found substantial effects of 
experimenter expectations in a tone-length discrimination task 
even when the participants were restricted to auditory cues.36 

This study went on to show, however, that visual cues alone 
could also mediate substantial effects of experimenter expecta­
tions in this task. Taken together, the results imply that, when 
participants are deprived of either visual or auditory informa­
tion, they focus on the channel that is available to them. This 
greater attention, and perhaps greater effort, may enable people 
to extract more information from the single channel than they 
could, or would, from that same channel if the two channels 
were combined. 
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541 Teacher Expectancu Effects 
Various studies underscore the importance of nonverbal cues 
in the mediation of teacher expectancy effects,37 and interest has 
now concentrated on a four-factor model of the communication 
of expectancy cues. This model implies that teachers (perhaps also 
clinicians, supervisors, and employers) who expect superior per­
formance from some of their pupils (clients, trainees, or employ­
ees) treat these "special" persons and the remaining "less special" 
persons differently in the following ways: First, teachers create a 
warmer socioemotional climate for their special students. This 
warmth is at least partially communicated by nonverbal cues. 
Second, teachers give their special students differentiated feedback, 
both verbal and nonverbal, about how these students have been 
performing. Third, teachers provide more input for the special 
students. That is, they teach more material, and more difficult 
material, to the special students. Fourth, there are more opportu­
nities for output, or responding, by the special students. These 
opportunities are offered both verbally and nonverbally, for exam­
ple, by giving the special student more time to answer a question. 

A recent simplification of this four-factor model of teacher 
expectancy effects is called affect-effort theory. 38 This theory asserts 
that a change in the level of a teacher's expectations of the intellec­
tual performance of a student is translated into (1) a change in the 
affect shown by the teacher toward that student and, relatively 
independently, (2) a change in the degree of effort exerted by the 
teacher in teaching that student. The more favorable the change in 
the teacher's level of expectation for a particular student, the more 
positive the affect shown toward that student and the greater the 
effort expended on the student's behalf. The increase in positive 
affect is theorized to reflect the teacher's increased liking of the 
student for any of several plausible reasons.39 The increase in teach­
ing effort is theorized to reflect the teacher's increased belief that 
the student is capable oflearning, so that the effort is worth it.40 

Expectations as Self-Fulfilling Prophecies I 
One aspect of this theory that is under study by Nalini 

Ambady has some fascinating implications. Ambady found that it SS 
was possible to predict the ratings of a college instructor's effec­
tiveness over the course of an entire semester from an examina-
tion of a 30-second slice of teaching behavior. In this "thin slice" 
of behavior, the raters had access only to the silent videotape or 
the tone of voice (not the content) in which the instructor was 
communicating with students. These predictive correlations, 
often in the range of .6 to .7, have been replicated in high schools 
and fit very well with the results of many other studies of thin 
slices of nonverbal behavior.41 Research is under way to examine 
other implications of affect-effort theory.42 

Controls for Expectancq Effects 
Table 3.3 lists a number of strategies for controlling the effects 
of experimenters' expectancies. First, with the sample size of par­
ticipants fixed, the larger the sample of the experimenters, the 
smaller the subsample of participants that each data collector 
must contact. Subdivision of the experiment among several exper­
imenters may in itself serve to reduce the potential biasing effects 
of the experimenter. For example, assume that the experimenter 
learns from the participants' responses how to influence them 
unintentionally. This learning takes time, and with fewer partici­
pants from whom to learn the unintentional communication sys­
tem, the experimenter may learn less of the system. 

Another advantage gained when each experimenter contacts 
fewer participants is related primarily to the method of blind 
contact (i.e., the experimenters are unaware of which partici­
pants are receiving the experimental and control treatments). 
The fewer the participants each experimenter contacts, the less 
chance of an unwitting breakdown of the blind procedure. This 
advantage also resembles the way random errors cancel out, in 
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Strategies for the Control of Expectancy Effects 

1. Increasing the number of experimenters 

• Decreases the learning of influence techniques. 
• Helps to maintain blindness (see also 4 below). 
• Randomizes expectancies. 
• Minimizes the effects of early data returns. 
• Increases the generality of the results. 
• Permits statistical correction (see also 3 below). 

2. Monitoring the behavior of experimenters 

• Permits the correction of unprogrammed behavior. 
• Sometimes reduces expectancy effects. 
• Facilitates a greater standardization of experimenter 

behavior. 

3. Statistical analysis 

• Permits inferences about changes in experimenter behavior. 
• Permits correction for expectancy effect. 

4. Maintaining blind contact minimizes expectancy effects. 

5. Minimizing experimenter-subject contact 

• Minimizes interactional effects. 
• Minimizes expectancy effects. 

6. Using expectancy control groups permits assessment 
of expectancy effects. 

that this procedure "randomizes" expectancies so that the exper­
imenters' different expectancies will cancel one another if there 

are enough experimenters. 
A further advantage of increasing the number of experimenters 

is that it will minimize the biasing effects of early data returns on 
later data returns. That is, when all the results of a study are 
"nearly in;' there is less need for the experimenter to catch a 
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glimpse of the early returns, and therefore less chance that these r.;; 

returns will have a biasing effect. Even beyond expectancy bias, I 57 
increasing the number of experimenters may help to increase the 
generality of the results. We can be more confident of a result 
obtained by a larger number of experimenters than of a result 
obtained by only one experimenter. 

Monitoring the behavior of the experimenters-the second 
strategy in Table 3.3-may not by itself eliminate expectancy 
bias, but it will help in identifying unprogrammed experimenter 
behaviors. If we make our observations during a preexperimental 
phase, we may be able to use this information to select good 
experimenters. The problem is that this selection procedure may 
be unintentionally biased, so it may be preferable simply to assign 
experimenters to experiments randomly. Nevertheless, monitor­
ing may alleviate intentional error and perhaps some of the other 
biasing effects noted in the previous chapter, and it should facili­
tate greater standardization among the experimenters. 

The third strategy is to use simple statistical analyses to look 
for changes in experimenter behavior from the first to the last 
set of participants. We can do a median split of the participants 
seen by each experimenter and compare the behavior of the par­
ticipants in each half. Is the mean of the group the same? Is the 
amount of variability in performance of the participants the same 
in both halves? We may also be able to correct for expectancy 
effects. For example, in some cases, we will find expectancies dis­
tributed only dichotomously; either a result is expected or it 
is not. At other times, we will have an ordering of expectancies 
in terms of either ranks or absolute values. In any of these cases, 
we can correlate the results obtained by the experimenters with 
their expectancies. If the correlation is trivial in magnitude, 
we are reassured that expectancy effects were probably not oper­
ating. If the correlation is substantial, we conclude that 
expectancy effects did occur. These can then be "corrected" or at 
least analyzed by such statistical methods as partial correlation 
or blocking strategies. 
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The fourth strategy is based on the idea that, if the experi-
58 menter does not know whether the participant is in the experi­

mental or the control group, then the experimenter can have no 
validly based expectancy about how the participant should 
respond. That is, the experimenter who is "blind" to the partici­
pants' treatment condition cannot be expected unintentionally to 
treat participants differentially as a function of their group mem­
bership. In drug trials, for example, in a single-blind study, the 
participants do not know the group or condition (e.g., drug vs. 
placebo) to which they have been randomly assigned. In a double­
blind study, both the experimenters and the participants are kept 
from knowing what drug or treatment has been administered. 
Psychologists have been slow to adopt the double-blind method 
for other than drug trials, but when it is feasible, it is more than 
warranted to minimize the possibility of expectancy effects. 

A problem, however, is that single-blind and double-blind 
methods are not very easy. In the single-blind method, although 
no investigator would tell the participants what their responses 
"ought" to be, cues from the situation (even if not from the 
experimenter) may unintentionally communicate to the partici­
pants how they are expected to behave. We will return to this 
point in the next chapter, but even in the case of double-blind 
experiments, the participant's conduct may give clues to the exper­
imenter about what treatment the participant has received. In 
subsequent interactions, these clues may be a source of expectancy 
"side effects." 

Imagine a study in which anxiety is the independent variable. 
People who have just been through an anxiety-arousing experi­
ence, or who have scored high on a test of anxiety, may behave in 
an identifiable way in an experimental situation. The "blind" 
experimenters may then covertly "diagnose" the level of anxiety. 
If they know the hypothesis, they may unwittingly bias the results 
of the experiment in the expected direction or, by bending over 
backward to avoid bias, "spoil" the study. There are many experi­
mental treatments or measures that may be assessed unintention­
ally by the "blind" data collector. In one study, it was found that 
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participants scoring high in need for social approval arrived ear- Is! 
lier at the site of the experiment.43 Arrival time, overt anxiety, 59 
and a score of other, more subtle signs may break down the most 
carefully arranged double-blind study. 

A fifth strategy is to minimize the experimenter-participant 
contact, which may be much easier than to maintain blind con­
tact. In the computer era, the day may come when the elimina­
tion of the experimenter, in person, will be a widespread, well­
accepted practice. By computer, we can generate hypotheses, 
sample hypotheses, sample the experimental treatment condi­
tions from a population of potential manipulations, select our 
participants randomly, invite their participation, schedule them, 
instruct them, record and analyze their responses, and even par­
tially interpret and report the results. In experiments that require 
human interaction, it may be possible at least to minimize that 
contact. For example, using an ordinary tape recorder and a 
screen interposed between the experimenter and the participant 
may achieve some of the advantages of using a filmed experi­
menter to contact the participants. 

Expectancu Control Design 
The final strategy listed in Table 3.3 is the use of expectancy con­
trol groups. The beauty of this approach is that we can compare 
the effects of experimenter expectations with some other behav­
ioral research variable. Table 3.4 shows the most basic expectancy 
control design, in which there are two row levels of the behavioral 
research variable and two column levels of the experimenter ex­
pectancy variable. Cell A represents the condition in which the 
experimental treatment is administered to the participants by a 
data collector who expects the occurrence of the treatment effect. 
Cell D represents the condition in which the absence of the 
experimental treatment is associated with a data collector who 
expects the nonoccurrence of the treatment effect. 

But ordinarily, the investigator is interested in the treatment 
effects, unconfounded with experimenter expectancy. The addi-
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sil j l Tlble 3.4 
I Basic Expectancy Control Design 

Expectancy 

Treatment condition Occurrence Nonoccurrence 

Occurrence I . ~ HU I : H I 
Non occurrence 

tion of the appropriate expectancy control groups permits the 
evaluation of the treatment separately from the expectancy effect. 
A complete expectancy control design requires the addition of 
Cells B and C, whereas a partial expectancy control design 
requires the addition of either B or C. The participants in Cell B 
receive the experimental treatment and are contacted by an 
experimenter who does not expect a treatl'I)ent effect. The partici­
pants in Cell C do not receive the experimental treatment and are 
contacted by an experimenter who expects a treatment effect. 

Table 3.5 shows the results of a study by J. R. Burnham that 
used a complete expectancy design.44 He had 23 experimenters 
each run one rat in a T-maze discrimination problem. About 
half the rats had been lesioned by the removal of portions of the 
brain; the remaining animals had received only sham surgery, 
which involved cutting through the skull but no damage to the 
brain tissue. The purpose of the study was explained to the 
experimenters as an attempt to learn the effects of lesions on dis­
crimination learning. Expectancies were manipulated by labeling 
each rat as lesioned or unlesioned. Some of the really lesioned 
rats were labeled accurately as "lesioned" (Cell A), and some 
were falsely labeled as "unlesioned" (Cell B). Some of the unle-
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Table 3.5 
Expectancy Control Design Used by Burnham to Study 
Discrimination Learning in Rats as a Function of Brain 
Lesions and Experimenter Expectancies 

Expectancy 

Brain state "Lesioned" "Nonlesioned" Sum 

95.5 

106.5 

I 465 I 490 I 
48.2 58.3 

Lesioned 

Nonlesioned 

Sum 94.7 107.3 

sioned rats were labeled accurately as "unlesioned" (Cell D), and 
some were falsely labeled as "lesioned" (Cell C). 

The table shows the standard scores of the ranks of perfor­
mance in each of the four conditions (higher scores denote supe­
rior performance). Animals that had been lesioned did not per­
form as well as those that had not been lesioned. Animals that 
were believed to be lesioned did not perform as well as those that 
were believed to be unlesioned. What makes this experiment of 
special interest is that the effects of expectancy (d = 1.02; r = .45) 
were somewhat larger than those of the actual removal of brain 
tissue (d = 0.79; r = .37). It emphasizes the value of separating 
expectancy effects from the effects of the independent variable of 
interest, to avoid misrepresenting the impact of either variable. 

I 
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The Person Behind 
the Look 
The fact that the experimenter controls the information available to 

the subject and that he never reveals completely what he is trying 

to discover and how he will judge what he observes-this feature 

gives the experiment much of its character as a game or contest. It 

leads to a set of inferential and interpretive activities on the part 

of the subject in an effort to penetrate the experimenter's inscru­

tability and to arrive at some conception of the meaning that the 

unrevealed categories of response have for the latter. 

Demand Characteristics 

Ihere is an old saying that it takes two to tango; it 

also applies to the experimenter-participant part­

nership that leads to certain interactional artifacts, 

as discussed in the previous chapters. So far, we have 

concentrated on the experimenter in this relation­

ship, and we now shift our attention to the other 

partner in order to get an insight into, as Riecken 

stated, the participants' "inferential and interpretive 
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activities." An analogy suggested by the philosopher Jean-Paul 
64 Sartre helps to underscore the idea that we need to look behind a 

participant's behavior to catch a glimpse of the interpretive 
agent who serves as our model of people in general.2 As Sartre 
put it, when we observe someone who is looking back at us, it is 
hard for us to apprehend the "watcher" behind the "look" at the 
same time that we focus on the person's appearance. The more 
we stare only at what is overt, the less likely we are to perceive the 
sentient and active person behind the look. The "person" is neu­
tralized, put out of play, by a human consciousness requiring 
that certain elements be disconnected. To glimpse the whole per­
son, we shift our concentration back and forth, attending first to 
behavior and then to motivation. 

Shifting our attention to motives that may impel a research 
participant to behave in a particular way, we begin by reviewing 
the pioneering work of Martin T. Orne. Simultaneously with the 
first investigations of expectancy bias, Orne made an important 
discovery in his work on artifacts that are associated with the par­
ticipants' motives and experimental behavior. He noted that, at 
the conclusion of many of his experiments, the participants often 
asked questions such as "Did I ruin the study?" After postexperi­
mental interviews with his participants, Orne deduced that what 
they had meant was "Did I perform well in my role as experimen­
tal subject?" or "Did my behavior demonstrate what the study 
was designed to show?"3 He argued that the participants had 
been responding to what they interpreted to be task-orienting 
cues about what the experiment was "really" about and what the 
experimenter "wanted" to find. 

Borrowing a concept (Aufforderungscharakter) from the work 
of Kurt Lewin,4 one of the founders of modern social psychology, 
Orne called the cues that governed people's perceptions of the 
purpose of an experiment the demand characteristics of the exper­
imental situation. In a series of ingenious studies, Orne and his 
coworkers at the University of Pennsylvania demonstrated how 
demand characteristics can influence research participants' 
behaviors to produce both artifacts and spurious conclusions. He 
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also developed the idea of using so-called quasi controls to iden- 16! 
tify the demand cues of an experimental situation. Some leading 65 
social psychologists disagreed with Orne about the particular mo­
tivations of research participants; we will examine their alterna-
tive interpretations as well. And finally, we will describe a concep-
tual model that pulls together the various theoretical threads and 
provides a template for control strategies. 

The "Good Subject" Effect 
Orne was primarily interested in the nature of hypnosis when he 
began his program of investigation, and three explanations of 
hypnosis occurred to him as hypotheses to be tested. 5 What we 
all know as the phenomenon of hypnosis might, he theorized, 
be the result of (1) people's preconceptions and related behav­
ior; (2) people's responses to inadvertent cues given by hypno­
tists; or (3) the particular techniques of trance induction. Orne's 
experiments to assess these alternative hypotheses led him to 
posit that what basically produces the trance manifestations a 
person shows on entering hypnosis is the individual's motiva­
tion to "act out" the role of a hypnotized subject. Both the per­
son's preconceptions of how a hypnotized subject ought to act 
and the cues communicated by the hypnotist are, Orne posited, 
determinants of the person's expectations concerning how this 
role is to be enacted. 

Orne first gathered empirical support for this interpretation 
using students in an introductory psychology course as partici­
pants.6 In two sections of the course, a demonstration of hypno­
sis was carried out on several participants. The demonstration 
participants in one section were given the suggestion that, on 
entering a hypnotic trance, they would manifest "catalepsy of the 
dominant hand." All the students in this section were told that 
catalepsy of the dominant hand was a standard reaction of the 
hypnotized person, and the class's attention was called to the fact 
that the right-handed person had catalepsy of the right hand and 
the left-handed person had catalepsy of the left hand. In the other 
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::i section, the demonstration of hypnosis was carried out, but with­
S. 1 out the display of Orn e's concocted symptom of "catalepsy." 

In the next phase of this study, Orne asked for volunteers for 
hypnosis from each section and had them tested in such a way 
that the experimenter could not tell which lecture they had 
attended until after the completion of the experiment. Of the nine 
volunteers from the first section, five showed catalepsy of the 
dominant hand, two showed catalepsy of both hands, and two 
showed no catalepsy. None of the volunteers in the control sec­
tion showed catalepsy of the dominant hand, but three of them 
showed catalepsy of both hands. Because catalepsy of the domi­
nant hand (the symptom invented by Orne) was known not to 
occur spontaneously, its occurrence in the first group but not in 
the second could be seen as providing confirmatory evidence for 
Orne's hypothesis that "trance behavior" is affected by the per­
son's preconceptions of the hypnotic state. That three of nine vol­
unteers in the control group spontaneously displayed catalepsy of 
both hands was explained by Orne in terms of the experimenters' 
repeated testing for catalepsy, which he viewed as an implicit 
source of task-orienting cues. 

Orne referred to the remarkably cooperative behavior of the 
volunteer participants in the experimental condition as "the good 
subject effect," and he noted that the "good subject" goes to 
remarkable lengths to comply with demand characteristics. Con­
cerned that the good subject effect might be a source of confound­
ing in his hypnosis research, Orne tried to devise dull, meaningless 
tasks that nonhypnotized participants would refuse to do or 
would try for only a short time and then abandon. One task con­
sisted of adding hundreds of thousands of two-digit numbers. 
Five and a half hours after the participants began, Orne gave up! 
Even when they were told to tear each worksheet into a minimum 
of 32 pieces before going on to the next, they persisted. Orne 
explained this behavior as the "role enactment" of individuals who 
reasoned that, no matter how trivial and inane the assigned task 
seemed to them, it must surely have some important scientific 
purpose or they would not have been asked to participate in 
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the first place. Thus, Orne argued, they complied with the 
demand characteristics of the experiment in order to "further fi7 
the cause of science."7 

Orne got another insight into this situation when he asked 
a number of casual acquaintances to do an experimenter a favor 
and, on their acquiescence, asked them to do five push-ups. 
They seemed amazed and incredulous, and all simply responded 
"Why?" However, when he asked a similar group of individuals 
whether they would take part in a brief experiment and, on their 
acquiescence, asked them to do five push-ups, their typical re­
sponse was "Where?"8 What could account for the dramatic dif­
ference in responses? Orne theorized that people who volunteer 
to participate in experiments implicitly agree to comply with 
whatever demand cues seem inherent in the experimental situa­
tion. Research participants are concerned about the outcome of 
the experiment in which they have agreed to participate. Con­
sequently, they are often motivated to play the role of the good 
subject who responds to overt and implicit cues in ways de­
signed to validate the experimenter's hypothesis. The good sub­
ject complies "altruistically" with the request to do five push-ups 
thinking that, no matter how unpleasant or trivial the task, it 
must have some important scientific purpose. 

Research by other investigators implies similar effects of 
compliance with demand cues. Irwin Silverman randomly as­
signed college students to four groups that read a 250-word 
argument in favor of using closed-circuit television tapes to give 
lectures to large classes. The students were more easily persuaded 
when told they were "subjects in an experiment" than if this 
information was not communicated to them; they were also 
more easily persuaded when they had to sign their opinions than 
when they were tested anonymously.9 Another researcher ma­
nipulated demand cues in a figure-ground perception experi­
ment and found that the participants, particularly those with 
some elementary knowledge of psychology, responded in ways 
they were led to believe the experimenter wanted. 10 Other stud­
ies imply the existence of uncontrolled, biasing demand cues in 
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ii"J prisoners' dilemma games, 11 attitude change research, 12 verbal 
68 operant conditioning, 13 classical conditioning, 14 autokinetic ef-

fect research, 15 hypnosis and sensory deprivation, 16 perceptual 
defense, 17 psychophysics, 18 test taking, 19 evaluations of therapy, 20 

autonomic activity,21 and small-group research on leadership 
and conformity. 22 

Evaluation Rpprehension 
Other social psychologists interested in participant-related arti­
facts have proposed different ideas about the motives of typical 
participants. Riecken suggested that one of the important 
motives of the research participant is to "look good,"23 and a sim­
ilar idea was later advanced by Milton J. Rosenberg. Rosenberg 
ran a series of experiments to demonstrate the biasing effects of 
an anxiety-toned state he termed evaluation apprehension. He 
said that typical participants approached the psychology experi­
ment anticipating that the experimenter would evaluate their 
psychological competence. Not surprisingly, most participants 
became apprehensive about being evaluated negatively (or at least 
not positively), and they developed their own hypotheses about 
how to win approval and to avoid disapproval. Experienced 
experimenters who bothered to talk to their participants had all 
heard questions like these: "How did I do-were my responses 
(answers) normal?" "What were you really trying to find out, 
whether I'm some kind of neurotic?" "Did I react the same as 
most people do?"24 Such questions imply the presence of evalua­
tion anxiety, Rosenberg argued. 

Rosenberg's experiments uncovered some of the circum­
stances in which evaluation apprehension is likely to occur. These 
circumstances include experiments that contain an element of 
surprise or have an aura of mystery about them-which was typ­
ical of many social psychology experiments in the 1960s. 
Rosenberg found that the more feedback participants got about 
the quality of their performance, the more error resulted, as the 
participants guided their performance in whatever direction 
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seemed to produce a favorable evaluation. The more explicit the _ 
cues, the more control the experimenter had in granting positive I G9 
evaluation, or the less effortful the participant's responses, the 
greater was the resulting error due to evaluation apprehension. 

In his most famous study, Rosenberg went head to head with 
the most prominent and controversial sociopsychological theory 
of that decade: Leon Festinger's cognitive dissonance theory.25 

Dissonance theory had, like the artifact research, stimulated an 
enormous amount of discussion. There was also a controversy 
brewing about the validity of its premises and assertions.26 In a 
paper published in 1965, Rosenberg developed the argument that 
some experimental procedures used by dissonance researchers 
had unwittingly produced artifacts. 27 Their procedures, he ar­
gued, had aroused feelings of evaluation apprehension, not cog­
nitive dissonance. In effect, the results had been due to the partic­
ipants' motivation to behave in a way that would not lead to an 
unfavorable evaluation, Rosenberg contended. Several attempts 
were made to reconcile Rosenberg's position with the dissonance 
theorists' position, 28 but by this time, there was a barrage of papers 
implying all sorts of artifacts. 29 

The Obedient Subject 
Besides Orne's idea of the altruistic person who wants to help the 
cause of science and Rosenberg's notion of the person who only 
wants to look good, some other ideas were proposed. Another 
viable candidate to explain the motives of typical participants 
came out of a famous debate and controversy between Orne and 
Stanley Milgram. In a series of experiments, Milgram had studied 
how far a research participant will go in subjecting someone else 
to pain at the order of an authority figure. 30 Milgram told how he 
had come up with the idea for his studies as a way to make a set 
of classic studies by Solomon Asch "more humanly significant."31 

Milgram was particularly interested in obedience to authority, 
however, because of his profound dismay about the horrifying 
effects of blind obedience to Nazi commands in World War II. In 
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l his research, Milgram tricked volunteer participants placed in the 
70 role of the "teacher" into believing they would be giving varying 

degrees of painful electric shock to a third person (the "learner") 
each time the learner made a mistake in a certain task. Milgram 
varied the distance between the teacher and the learner, to see 
whether the teacher would be less ruthless in administering the 
electric shocks as he or she got closer and the learner pressed the 
teacher to quit. 

To Milgram, as well as to a great many others, his findings 
were almost beyond belief. Many participants (the "teachers") 
unhesitatingly obeyed the experimenter's "Please continue" or 
"You have no choice, you must go on" and continued to increase 
the level of the shocks no matter how much the learner pleaded 
with the "teacher" to stop. What especially surprised Milgram was 
that no participant ever walked out of the laboratory in disgust or 
protest. This remarkable obedience occurred time and time again 
in several universities where the experiment was repeated. Milgram 
stated, "It is the extreme willingness of adults to go to almost any 
lengths on the command of an authority that constitutes the 
chief finding of the study and the fact most urgently demand­
ing explanation."32 

Although the "learner" in these studies was a confederate of 
Milgram's and no actual shocks were transmitted by the "teacher:' 
concerns about ethics and values arose and have dogged these 
studies ever since they were first reported. We will refer to this 
study again, but more pertinent here is that an article by Milgram 
reprinted in the American Journal of Psychiatry was followed by a 
critique by Orne and Charles Holland. They used a demand char­
acteristics analysis to deconstruct the obedience research. Milgram 
was invited to give a colloquium at the University of Pennsylvania; 
he proposed that it be in the form of a debate between himself and 
Orne. The auditorium was filled to capacity, and one of us was 
fortunate to be in the audience. Orne argued that Milgram's "tech­
nical illusion" (Milgram's term for his experimental paradigm) 
would merely have been seen by his participants as resembling a 
magician's illusion-a "scientific practical joke." 
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In their earlier written critique, Orne and Holland had 

argued that Milgram's participants behaved in the same way vol- 11'1 
unteers in hypnosis experiments behaved. Orne and Holland 
gave an anecdotal illustration, reaching back to 1889, in which 

a deeply hypnotized patient stabbed individuals with rub­
ber daggers, poisoned their tea with sugar, and carried 
out any other type of murder or mayhem required of her. 
This demonstration was very impressive, and after the 
distinguished guests had left, the [patient] was left to be 
awakened by students who wished to end the experiment 
on a lighter note. They suggested to the patient that she 
was alone, about to take a bath, and should undress. Her 
response to the suggestion was to awaken immediately, 
greatly disturbed. It is one thing to "kill" people during 
an experimental situation with means that cannot really 
do damage; it is quite another to be asked to undress in a 
context that transcends the experimental situation. 33 

In Orne and Holland's anecdote, the patient was responding 
to demand cues, and they argued that the participants in Milgram's 
obedience experiments were also doing so. His instructions to the 
participants that they "must go on," and the "learner's" shouts of 
chest pain were interpreted by Orne and Holland as making the 
paradigm no different "from the stage magician's trick where a 
volunteer from the audience is strapped into the guillotine and 
another volunteer is required to trip the release lever."34 Milgram, 
of course, vehemently defended the validity of his paradigm and 
replied to Orne and Holland's critique point by point.35 He 
referred to a film of his experiment (still available) in which, he 
said, people could see for themselves the sincerity and obedience 
of his participants. He disputed Orne's vision of typical partici­
pants as being deliberative, skeptical, and problem solving. 
Milgram said that participants are accepting and compliant ( obe­
dient) in the face of authority. Out of this argument grew the idea 
that typical subjects in psychology experiments might be playing 
the role of a "faithful subject." 
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72 The Da~~an·s Decree 
Persuasive arguments were made favoring one or another moti­
vational basis of the participants' experimental behavior, yet it 
also seemed plausible that Orne, Milgram, and Rosenberg might 
all be right to some extent. The situation was reminiscent of 
an old Yiddish anecdote about a rabbinical judge, or dayyan, 
who was asked by a married couple to mediate a disagreement. 
The wife told her side and the dayyan said, "You are right." 
The husband then told his side and the dayyan responded, "You 
are right." An incredulous student who overheard the conversa­
tions addressed the dayyan: "Rebbe, you told them they were 
both right, but surely they both can't be a hundred percent 
right." The dayyan replied, "You are right, too."36 Many years ago, 
Donald T. Campbell and Julian C. Stanley cautioned behavioral 
researchers that, "when one finds, for example, that competent 
observers advocate strongly divergent points of view, it seems 
likely on a priori grounds that both have observed something 
valid about the natural situation, and that both represent a part 
of the truth.''37 Of course, universal agreement is no certain 
adjudication of truth, which in science also relies on empirical 
confrontation. 

Subsequent research seems to imply that Orne, Milgram, 
and Rosenberg had each seized on a part of the truth, and that 
all were right to some extent. One aspect of this research has 
simply asked some typical prospective participants to project 
how they perceived the role of the research subject. Many years 
earlier, Quinn McNemar had said, "The existing science of 
human behavior is largely the science of the behavior of sopho­
mores."38 He was referring to the fact that undergraduate stu­
dents taking introductory psychology were overrepresented as 
participants because of their availability. The results of several 
surveys (noted in Table 4.1) later confirmed McNemar's conclu­
sion. The surveys showed the percentages of research partici­
pants as ranging from 70% to 90% college students, with a 
median of 80%. A later survey reported that college students 
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College Students as a Percentage of Total Subjects Used 

% College 
Source Years students 

Journal of Abnormal and Social Psychologya 1962-64 73 

Journal of Experimental Psychologya 1963-64 86 

Journal of Personality and Social Psychologyb 1966-67 70 

Journal of Experimental Psychologyb 1966-67 84 

Psychology department surveyc 1967-68 90 

Journal of Personality and Social Psychologyd 1969 76 

"R. G. Smart, "Subject Selection Bias in Psychological Research;' Canadian 
Psychologist, 1966, vol. 7a, 115-121. 
bD. P. Schultz, "The Human Subject in Psychological Research;' Psychological Bulletin, 
1969, vol. 72, pp. 214-228. 
<J. Jung, "Current Practices and Problems in the Use of College Students for 
Psychological Research," Canadian Psychologist, 1969, vol. 10, pp. 280-290. 
dK. L. Higbee and M. G. Wells, "Some Research Trends in Social Psychology during 
the 1960s;' American Psychologist, 1972, vol. 27, pp. 963-966. 

continued to be a favored population of behavioral researchers 
even into the 1980s.39 

Concerns about the use of students as the model of "persons 
in general" were based not only on the very obvious differences 
between college students and more representative persons in age, 
intelligence, and social class, but also on the suspicion that college 
students, because of their special relationship with the teacher­
investigator, may be especially sensitive and responsive to demand 
cues. Silverman compared this situation, in which researchers 
struggled to find out what participants really felt and thought 
about playing the role of a "research subject" in an experiment, to 
the fable of the Emperor's clothes: 

I 
73 
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A student and seasoned subject once said to me, with 
apparent innocence: "If everyone does things in experi-74 
ments for the same reasons I do, I don't understand how 
you can find out anything that's true." I liken her to the 
child in the fable, to whom we may now say: "Yes, the 
Emperor is naked."40 

To get a further insight into this problem, a scaling study was 
designed by Rosnow and Leona S. Aiken41 in which typical par­
ticipants were asked to compare the role of "research subject" 
with certain everyday situations that seemed to reflect the hypo­
theses advanced by Orne, Rosenberg, and Milgram. Orne had 
argued that participants respond to task-orienting cues because 
they hope and expect "the study in which they are participating 
will in some material way contribute to human welfare in gen­
eral":42 two everyday situations that reflect a similar "altruistic" 
motivation are giving anonymously to charity and working free 
as a lab assistant. Milgram's hypothesis about an "obedient sub­
ject" had been fleshed out to imply "dutifully going along with 
the instructions,"43 and a team of researchers stated, "Subjects are 
obedient in the sense that if they are instructed to do something, 
they fulfill that request";44 two everyday situations that reflect 
this idea are obeying a no-smoking sign and not arguing with the 
professor. Rosenberg's hypothesis was that typical participants 
approach the typical psychology experiment expecting to be eval­
uated on some basic psychological dimension; some familiar sit­
uations tapping into "evaluation anxieties" are taking a final exam 
and being interviewed for a job. 

In the Rosnow and Aiken study, all these situations were 
paired with one another and with four positive and negative an­
choring situations. Psychology students in an introductory class 
(typical participants) were instructed to project their own impres­
sions simply by rating each pair of situations using a 15-point 
scale from maximum dissimilarity (1) to maximum similarity (15). 
The scaling results are shown in Figure 4.1.45 One dimension was 
inferred to be work-oriented, and the other dimension, affective. 

c: 
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7 Spending the evening 
with a good friend 

8 Taking a walk in the woods 

1 Giving anonymously to charity 

2 Working free as a 
-1/~laboratory assistant 

' Q1.f,0... 
'0 11 Being a 

subject in a 
psychology 
experiment 
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3 Obeying a no-smoking sign ~ ___.,. "$ 

4 Not arguing with the ~ 
professor 

9 Going to school 
on the subway 

6 Being interviewed 
for a job 

10 Having to work on a weekend 
/or holiday 

L-~~~~~~~~~~~~~~ 

5 Taking a final exam 

Nonwork-oriented Dimension 1 Work-oriented 

Figure 4.1. A two-dimensional scaling solution based on the individual judg­
ments of 88 subjects. The lines labeled "Altruism;"'Evaluation," and "Obedi­
ence" reflect the relative distances between these three factors and the target 
situation ("being a subject in a psychology experiment"). The proximity of 
any pair of situations indicates the judged similarity in role expectations for 
the pair members. 

The proximity of situations in this figure reflects how close a situ­
ation was to another situation in the students' ratings. We see that 
the two situations reflecting Orne's altruistic role are the closest 
to "being a subject in a psychology experiment," but being obedi­
ent and being apprehensive are also part of the picture in these 
students' responses. We also note that research participation was 
not perceived as unpleasant and was perceived as work­
oriented. 

In another study by Aiken and Rosnow (with the assistance 
of Susan M. Anthony and Marianne E. Jaeger), 374 high school 
boys and girls were given a questionnaire that explored their ideas 
about the role of "human subject."46 Orne had stated, "Most vol­
unteer subjects participating in a psychological experiment rec-

75 
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ognize it as an elaborate ritual with rules that are reasonably well 
76 understood by them as well as by most experimenters."47 This 

population of high school students had never participated in a 
psychology study, and none of them could recall ever having been 
asked to do so. Thus their responses were expected to reveal how 
deeply ingrained the good subject stereotype is. They were asked, 
"How do you think the typical human subject is expected to 
behave in a psychology experiment?" They answered by circling 
characteristics on a long list of positive and negative attributes. 
Both boys and girls made similar choices (r = .90); both sexes 
described the typical participant as cooperative, alert, observant, 
good-tempered, frank, helpful, logical, and trustful. This stereo­
type is, in some respects, reminiscent of Orne's and Milgram's 
ideas: typical participants' experimental behavior resembles that 
of the proverbial Boy Scout who makes a habit of being coopera­
tive, alert, observant, helpful, and so on; if he has not helped any 
little old ladies across the street lately, it may be that no authority 
has asked him to. 48 

Findings such as these allow us to look behind the research 
participant's behavior, and they imply what our prospective par­
ticipants may be thinking when they reflect on the role of 
"research subject." The findings do not tell us whether people 
behave accordingly when the opportunity arises to enact this role. 
Suppose there were a conflict between the cues associated with 
evaluation apprehension and those associated with cooperation. 
How would participants caught in such a conflict respond? This 
question was first experimentally addressed by Harold Sigall, 
Elliot Aronson, and Thomas Van Hoose, who designed a compli­
cated deception study in which two sets of cues occurred simulta­
neously in one of the treatment conditions.49 One set of cues 
involved the demand characteristics of the experiment, and the 
second set conveyed the idea that complying with these demand 
characteristics would result in the respondent's being unfavorably 
evaluated on an important psychological dimension. Instead of 
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responding altruistically, the participants responded in the direc-
tion of promoting a favorable self-image. 77 

This research led to a number of follow-up studies, in which 
the researchers either challenged Sigall et al.'s results or each 
other's findings. For example, John Adair and B. S. Schachter 
argued that Sigall et al.'s research finding was itself subject to an 
artifact interpretation.50 In a modified replication of Sigall et al.'s 
study, Adair and Schachter found that people's responses to 
demand cues superseded their responses to evaluative cues. In 
another follow-up study, these findings were challenged by 
another team of researchers, who showed that research partici­
pants opted to "look good" rather than to "help the cause of sci­
ence" when faced with a conflict between these two choices.51 

The collective results in this area suggest, as implied by the 
dayyan's decree, that multiple motivations may be operating and 
that each may account for a part of the truth. Other findings in 
psychology have raised the possibility that personality52 and situ­
ational variables affect how the role of "research subject" will be 
enacted in a particular research setting. 53 

Mediation of Participant-Related Rrtif acts 
Back in the 1970s, some researchers expressed their feeling of 
being overwhelmed by artifacts. Someone once compared this 
situation with trying to balance dozens of spinning plates on the 
ends of sticks. One has to keep running back and forth to keep 
them all balanced, just as researchers felt they had to concentrate 
on one source of artifacts after another in order to keep every­
thing properly balanced. What was needed, it seemed, was a con­
ceptual pulling together of what was known about participant­
related artifacts within the framework of a simple, comprehensive 
model. Such a model has evolved in a collaboration by Rosnow suc­
cessively with Leona Aiken, Daniel J. Davis, and David Strohmetz. s4 

Instead of focusing on specific artifact-producing variables, this 
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model concentrates on three intervening (or mediational) steps 
78 in the theorized causal chain from demand cues to artifacts. 

The latest representation of the model is shown in Figure 4.2, 
where the three intervening steps are denoted as the research par­
ticipant's (1) receptivity of task-orienting cues (demand charac­
teristics); (2) motivation to comply with such cues; and (3) capa­
bility of complying with such cues.ss If, as shown in this figure, 
the answer is yes to all three mediational questions, then the par­
ticipant's experimental behavior is held suspect. In other words, 
for demand cues to have a biasing effect on behavior in an experi­
ment, such cues must be received, and the participant must be 
motivated and able to respond to .them. Thus, if participants are 
unaware of demand cues, or are not motivated to respond to 
them, or are incapable of responding to them, the experimental 
behavior at the end of this chain is "unadulterated" by artifacts. s6 

This model helps us piece together what we know about 
causes of participant-related artifacts and serves as a template for 
control strategies. We know, for example, that ideas about the 
purpose of a study (demand cues) can originate in rumors, cam­
pus scuttlebutt, information given in lectures, and preliminary 
information presented to the participants by the experimenter. 
Although participants may have prior knowledge of the purpose 
of the experiment and may think they know how they are 
expected to behave, many of them will still be apprehensive and 
uncertain about what behaviors are actually expected of them. s7 

As Riecken and Orne argued, participants frequently engage in 
problem solving to discover how they should behave. To initiate 
this problem solving, then, what is needed are cues that may pro­
vide the participants with ideas about what the experimenter 
wants of them.s8 

The next link in this chain is for the participant to receive 
these cues. That is, in order for demand cues to influence partici­
pants' behaviors, resulting in an artifact, the participants must 
have an inkling of what is expected of them. If the participants 
are unaware of task-orienting cues suggesting how they should 

Origin 
of ideas 

I 
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MEDIATIONAL VARIABLES 
I 

Yes Yes a Yes Receptive? _ Motivated? _ Capable? _ Suspect 
behavior 

Nol Nol Nol 
Unadulterated 

behavior 

figure 4.2. The mediation of participant-related artifacts. 

respond to the experimental stimuli, then we have increased con­
fidence that their responses to the stimuli have been unaffected 
by such cues. If the demand cues in the experimental situation 
are strong and salient, then we must have suspicions about 
whether the participants were responding to the independent 
variable of interest, the demand cues, or a combination of both. 

There seem to be two main sources of such cues in virtually 
every experimental situation: the experimental design and the 
experimenter. Lana studied the problem of using a design with 
before and after measures (a pretest-posttest design) instead of a 
design that takes measures only after the treatment (an after-only 
design). He found that sometimes participants found demand 
cues merely in the fact that before and after measures of the same 
variable were taken. That is, a pretest-posttest design may com­
municate that some change in behavior is desired or expected. s9 

In the case of a learning experiment, the expectation communi­
cated is that the participant should pay special attention to the 
experimental stimuli because evidence of learning is sought by 
the experimenter. Previously, we discussed how the experimenter 
himself or herself can also be an inadvertent source of demand 
cues in a study. 

The third link in this model of the artifact chain is the partici­
pants' motivations in the experiment. Even if they are aware of 
demand cues, whether they use this information may depend on 
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th . & • • • • th d Th . 'f . . ;;;, eir reasons 1or partlc1patmg m e stu y. at is, 1 a participant 
BO is receptive to demand cues but is not motivated to act in accor­

dance with them (and is also not motivated to impair the results 
purposely), then his or her response to the experimental stimuli 
will be unaffected by the demand cues. However, if the person is 
not only aware of the demand cues but is also motivated to act on 
them, the likelihood is increased that the experimental outcome 
will be distorted by artifacts. 

What types of motivation might lead a participant to be 
compliant or noncompliant? Orne suggested that, frequently, 
people enter into an experiment because they want to help the 
cause of science, and he showed that research participants are 
remarkably willing to perform a wide range of acts with extraor­
dinary diligence. In the next chapter, we will discuss how volun­
teers for research participation are especially apt to play the good 
subject role described by Orne, but this role does not rule out 
those other roles described by Rosenberg and Milgram. 

The fourth link in the artifact chain is each participant's abil­
ity to respond to the demand cues perceived in the experimental 
situation. People who volunteer to participate are often highly 
receptive and sensitive to such cues and are also highly motivated 
to respond to them, but artifacts are not introduced if the partici­
pants are unable to act on their receptivity and motivation. For 
example, in an attitude change experiment using a before-after 
design, suppose the participants' responses on the pretest were so 
extreme that they were unable to move any further in that direc­
tion on the posttest. In that case, the demand cues would have lit­
tle impact on how participants actually respond in the experi­
ment. However, of the three mediators-receptivity, motivation, 
and capability-capability may have the least impact on whether 
the participants' responses to the independent variable should be 
viewed as either "suspect" or "unadulterated." The reason is that 
not many experimenters would design a study so that the partici­
pants would be incapable of responding to cues closely tied to the 
experimenters' own expectations. 
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Strategies for Minimizing Experimental Artifacts 

Receptivity manipulations to minimize demand clarity 

1. Measure the dependent variable in a setting not obviously con­
nected with the treatment, or employ unobtrusive measurements. 

2. Measure the dependent variable removed in time from the treatment. 

3. Use an after-only rather than a before-after design, especially in 
attitude change experiments. If a before-after design seems to be 
essential, use control groups to tease out pretest-sensitization bias. 

4. Standardize and restrict the experimenter's communication with 
the subjects. 

5. Use "blind" procedures in testing and experimental manipulations. 

Receptivity manipulation to generate alternate demands 
6. If it can be fully justified on scientific and ethical grounds, use a 

deception strategy that elicits false hypotheses about the purpose 
of the study. 

Motivational manipulations to encourage honest responding 
7. Give feedback of overly compliant behavior in a set of preexperi­

mental tasks in order to bring the subject to a state of"nonacqui­
escence" to demand cues in later trials. 

8. Make the experimental setting and procedures nonthreatening 
and low-keyed; in particular, ensure subject anonymity, or at least 
use confidential responding procedures. 

The final link in Figure 4.2 is the behavioral outcome and 
whether participant-related artifacts are probable. If it can be as­
sumed that the participants were not only receptive to demand 
cues but were also motivated to comply with them and quite capa­
ble of compliance, then the suspicion of artifacts is justifiably 
raised. Alternatively, if it can be argued that there was a break in the 
artifact chain, it can be further argued that the participants' re­
sponses were really a result of the independent variable of interest. 

I 
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82 Minimizing Experimental Hrtifacts 
We turn now to strategies for coping with participant-related 
artifacts, which Table 4.2 summarizes within the framework of 
the mediational model. If we accept the logic of this model, then 
the control or elimination of such artifacts depends on a disrup­
tion of the chain of variables in Figure 4.2. 

First, if participants are unaware they are participating in a 
study, they will not be looking for demand cues. For example, 
Bruce Rind was interested in how awareness of weather, which is 
one of the most pervasive background environmental variables in 
human life, bears on ordinary behavior.60 In one study, con­
ducted in an Atlantic City casino behind dark-tinted windows, he 
had a room-service waiter randomly inform guests that it was 
warm and sunny, warm and rainy, or cold and rainy. The depen­
dent measure was not obviously connected to the disguised 
manipulation, as it was meant to be an unobtrusive variable: tip­
ping behavior. The results were that guests tipped an average 29% 
of the bill when told it was sunny, 24% when cloudy, and 19% 
when rainy. It may not be easy to get a study of this nature 
approved by a review board because of the proposed use of 
deception, although Rind's ideas were approved before he ran the 
study. Social psychologists who do these disguised experiments 
using unobtrusive measures argue that the people studied are 
treated confidentially and that the risks of the mild deceptions 
are no greater than any risks in everyday life.61 

Second, the close pairing of the treatment and the measure­
ment frequently enhances receptivity by sensitizing the partici­
pants to demand cues. Because these cues are often transmitted 
by the relationship between the treatment and the measurement, 
the separation of these two processes in space and time may 
reduce demand clarity and may also lower the probability of 
receptivity. For example, one researcher can run the experiment, 
and another researcher can administer the measures, preferably 
elsewhere and at another time. 
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Third, we alluded to the confounding effects in pretest-

posttest designs. Lana noted that these are not always a prob- le3 
lem,62 but they do seem to surface in certain kinds of psychologi-
cal and educational studies. For example, Richard L. Solomon 
pretested several groups of children on a list of words of equal 
difficulty by having the children spell the words. The children 
were then given a lesson on the rules of correct spelling and after-
ward were tested on the same list of words. The results showed 
that taking the pretest made the children more resistant to the 
spelling lesson (called pretest sensitization bias). 63 In another 
study, Doris R. Entwisle investigated her participants' ability to 
learn the state locations of large U.S. cities. Her results suggested 
that pretest sensitization had aided the recall of high-IQ people 
and was mildly hindering to average-IQ people.64 The use of 
designs without pretests, or the use of a special design developed 
by Solomon to control for pretest sensitization bias (described in 
the next chapter),65 is another coping strategy. 

Fourth, as elaborated in Chapter 3, researchers are usually the 
main channel for communicating cues concerning the purpose of 
the study and the participant's role. Among the coping strategies 
discussed in that chapter were standardizing and restricting the 
communication between the experimenter and the participants. 
Because even the experimenter's unconscious behavior can pro­
vide uncontrolled cues concerning the research hypotheses and 
expectations, the use of computers to present the experimental 
instructions (and possibly even manipulations of the variable of 
interest) should prevent this kind of bias. 

There are other problems inherent in this mechanization of 
experiments. One potential limitation is that the mechanical 
manipulation may have little resemblance to the real-world phe­
nomenon that the experimenter is attempting to study. It is also 
sometimes impossible to keep participants totally shielded from 
contact with the experimenters. In arranging an appointment, 
people connected with the study or the institution talk to the par­
ticipants. Even saying "I can't tell you anything more" is bound to 
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. ul . . th . . ' . d G' h l' . - raise spec ations m e participants mm s. iven t ese imita-
84 tions, a fifth strategy for minimizing receptivity to demand cues 

unintentionally given by experimenters is to use "blind" experi­
menters. As described earlier, the experimenters are kept unaware 
of which participants are in the experimental and the control 
conditions. As noted in Chapter 3, more methodological leeway is 
possible if there are many experimenters who each work with 
only a few participants. 

The sixth strategy is to create alternative demand cues. Here, 
the idea is to replace the true experimental cues with irrelevant 
task-orienting cues, and to make these irrelevant cues more 
salient to the participants than the true cues. This method has 
typically involved the use of mild deception procedures that cre­
ate a new set of irrelevant cues. Once again, there are questions of 
research ethics to be addressed. Repeatedly using deception is 
bound to create the impression that "psychologists always lie." 
Such an impression may begin to define the rules of the game in a 
way that elicits hostility and dishonest responses because partici­
pants feel abused and morally outraged-concerns also previ­
ously recognized by Orne. 66 

Seventh, even when the participants are receptive to demand 
cues, the chain leading to suspect behavior can be broken by 
reducing their motivation to respond to such cues. For example, 
an experiment by Gustafson and Orne implied that focusing the 
participants' awareness on the fact that they were complying with 
demand cues in one task reduced their motivation to comply 
with demand cues in later trials.67 In theory, studies could be pre­
ceded by procedures designed to bring the participants to a state 
of "noncompliance" with regard to demand cues only. 

The eighth motivational strategy is to make the setting and 
procedures as low-keyed and nonthreatening as possible, so as 
not to arouse evaluation anxieties. For example, the mere asking 
of sensitive questions may make the respondents want to protect 
their privacy and withhold information about unacceptable 
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behavior or, if they answer at all, to distort their responses in a 
socially desirable direction. Research suggests that ensuring the liS 
respondent's anonymity or confidentiality, inasmuch as it pro-
tects the person's privacy, can control evasive-answer bias.68 

Detecting the Occurrence of Rrtifacts 
The various strategies in Table 4.2 are a sample of the methods 
that have been proposed for circumventing or minimizing partic­
ipant-related artifacts. An intriguing social psychological alterna­
tive, called the bogus pipeline by Edward E. Jones and Harold 
Sigall, uses a deception to promote honest disclosures by partici­
pants.69 They are tricked into thinking that any dishonest re­
sponding on their part can be detected by a "physiological moni­
toring device" (actually a fake device) to which the participant is 
attached. If people naively accept that this device really can catch 
liars, they may respond more candidly to avoid being branded 
liars. Jones and Sigall, among others, have provided evidence that 
participants hooked up to the bogus pipeline tend to be more 
open and forthcoming when questioned about sensitive issues. 
Although this procedure has been used in the past, it is rather 
unlikely that, given current ethical sensitivities, it would be 
approved by an ethics review committee. 

Other strategies for coping with artifacts have also been dis­
cussed, including trying to eliminate demand cues by traditional 
methods of control and making statistical adjustments. Orne's 
position was that demand characteristics "cannot be controlled 
in the classic sense" and should instead be thought of as "phe­
nomena in their own right."70 If demand cues are part and par­
cel of virtually all experiments, we may be limited to trying to 
detect such cues and then adjusting our conclusions accordingly. 
To help us decide whether our studies have been compromised 
by demand cues, we can use what Orne called quasi-control par­
ticipants.71 These are individuals who step out of the traditional 
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i61 participant role and act as coinvestigators in the search for truth. 
86 They help us identify the presence of certain artifacts by reflect-

ing on the experiment and suggesting how their own behavior 
might be compromised or influenced by uncontrolled factors 
rather than by the controlled independent variable. 

One procedure suggested by Orne is to use participants who 
serve as their own quasi controls through postexperimental inter­
views. In these interviews, the participants identify the factors 
that seemed important in determining their reactions in the 
experiment and also reveal their beliefs about and perceptions of 
the experiment and the experimenter. Care must be taken so that 
the demand cues operating during the experiment are not also 
operating during these postexperimental interviews. The quasi 
controls must be convinced that the "study is over" and that they 
are now to play the role of coinvestigators (or aides) in the search 
for knowledge. 

Another quasi-control procedure suggested by Orne, called 
preinquiry, involves asking some prospective participants to imag­
ine that they are real participants in the planned experiment. 
After being given a detailed description of what would happen to 
them during the experiment, they are asked to predict how they 
would behave in the experiment. Comparisons are made between 
their projected role responses and the actual responses made by 
real participants in the experiment. Any similarity between these 
two groups of responses suggests that the experimental outcome 
may have been affected by the real participants' guesses and role 
responses concerning how they should behave, rather than by the 
independent variable of interest. Orne used this strategy in his 
research on hypnosis as a way of detecting whether the trancelike 
behavior of hypnotized persons was merely conscious roleplaying. 

A third quasi-control method noted by Orne uses "sacri­
ficed" participants. In this case, the participation of some people 
is terminated ("sacrificed") at particular stages of the study, and 
these individuals are questioned about their perceptions of the 
experiment up to that point. The purpose of this strategy is to 
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discover at what point uncontrolled factors may have compro- -
mised reactions in the experiment. This strategy, like the first one I 87 
above, requires that the person "sacrificed" be willing to step out 
of the "subject role" and become a coinvestigator. It is recom­
mended that the person be interviewed by someone distinctly 
apart from the study, who can convince the participant that the 
study is now over for this participant. 

Another way of ferreting out participant-related artifacts, 
reminiscent of one aspect of the first strategy in Table 4.2, is to 
observe the dependent variable in several different settings.72 A 
hypnosis study by Orne, Sheehan, and Evans illustrates this ap­
proach.73 The hypnotized participants and a control group of 
volunteers who simulated being hypnotized were given the sug­
gestion that, for the next 48 hours, every time they heard the 
word experiment mentioned, they would respond by running a 
hand over their head. This suggestion was tested in the original 
setting by having each person sign a receipt for payment received 
for participating in the "experiment." The next day, the partici­
pant was greeted by the researcher, who remarked, "I appreciate 
your making today's experiment." The participant was then met 
by the receptionist, who asked which "experiment" the person 
had reported for that day. In this way, it was possible to measure 
the critical response both outside and inside the experimental 
setting. The hypnotized participants tended to respond to the 
posthypnotic suggestion outside the research setting, but the 
simulators did not respond. These results were interpreted by 
Orne and his associates as indicating that posthypnotic behavior 
was not limited to the experimental setting. Such a strategy helps 
us see the subtle ways in which uncontrolled cues may operate in 
a particular setting. 
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The Volunteer Subject 

For the volunteer subject to feel that he has made a useful contri­

bution, it is necessary for him to assume that the experimenter is 

competent and that he himself is a ''good subject." ... Viewed in this 

way, the student volunteer is not merely a passive responder in an 

experimental situation but rather he has a very real stake in the 

successful outcome of the experiment. 

-Martin T. Orne1 

Wh~ Stud~ the Volunteer Subject? 
~n~ e have examined the nature of artifacts attrib­

~ utable to the intentional or unintentional be­

havior of the researcher and to the participants' 

sensitivity to particular demand cues. Some partic­

ipants, those who volunteer for participation in 

research, seem particularly sensitive and accom­

modating to demand cues. But even if we did not 

have to concern ourselves with the potential bias­

ing effects of experimenters' expectations or par­

ticipants' responsiveness to demand characteris­

tics, another question concerns the generalizability 
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of the research results. There is a long-standing fear among re-
90 I searchers that those individuals who find their way into the role 

of "research subject" may not be representative of the population 
in general. Insofar as this is true, the generalizability of the 
results is in jeopardy. 

For example, Henry K. Beecher speculated on how volunteers 
for medical experiments might be motivated by goals that would 
differentiate them from the rest of population in other basic 
ways.2 They might volunteer to obtain free medical care, to relieve 
their boredom, or to benefit financially. If it were wartime and 
they were conscientious objectors, they might volunteer to avoid 
their military obligation or to contribute to the maintenance of 
the national health. If they were pacifists or members of religious 
groups, they might want to participate in research to receive some 
spiritual reward. And, as Orne was quoted in the previous chapter 
as saying, people volunteer in the hope of helping science.3 

Whatever the particular motive for volunteering, it is conceivable 
that the person's special status as a volunteer participant may 
impose limitations on the generalizability of the research results. 

In particular, to the extent that people who volunteer are dif­
ferent from nonvolunteers, the use of volunteer participants may 
seriously affect the estimates of such parameters as means, medi­
ans, proportions, variances, skewness, and kurtosis. In survey 
research, where the estimation of such parameters for one or 
more samples is the main goal, any biasing effects of volunteer 
participants could be disastrous. This problem had been of con­
cern to statisticians and social scientists long before it attracted 
our attention. They devoted considerable effort to documenting 
the effects of nonresponse bias (error due to nonresponse or non­
participation) on the accuracy of estimates of various population 
values,4 and we will show how volunteer bias (systematic error 
due to the participants' volunteer status) was operationally de­
fined in this research. 

In a good deal of behavioral research, interest is centered 
more on such statistics as the differences between means and pro-
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portions. The experimental investigator is ordinarily interested in (1 
relating such differences to the operation of an independent vari- 91 
able. That volunteers differ from nonvolunteers in their scores on 
the dependent variable may be of little interest to the behavioral 
experimenter, who wants only to know whether the magnitude 
of the differences between the experimental and control group 
means would be affected if the participants were volunteers. 
In other words, the experimenter is interested in discovering 
whether the participants' volunteer status interacts with the 
experimental variable. In due course, we shall see that such inter­
actions do indeed occur. Orne's research provided a hint when he 
spoke of using only volunteer participants in his studies of the 
good subject effect. 

Another reason for studying the volunteer has developed out 
of federal and professional directives that call for the use of 
informed participants. 5 Bureaucracies, formalities, and legalities 
that did not exist a generation or more ago have made the require­
ments for research with human participants increasingly de­
manding. A possible outcome is that the behavioral science of the 
future will be based only on the responses of volunteers who have 
been made fully aware of the variables of interest to the investiga­
tor. Even without this extreme consequence, it is important to 
understand the circumstances determining what makes one per­
son volunteer and what inhibits another from doing so. 

Ouantif~ing Volunteer Bias 
As noted, volunteer bias refers to the systematic error resulting 
when participants who volunteer respond differently from how 
people in the general population would respond. Table 5.1 pro­
vides some relevant data presented by William G. Cochran, a 
statistician, in his discussion of nonresponse bias.6 Three waves 
of questionnaires were mailed out to fruit growers, and the num­
ber of growers responding to each of the three waves was 
recorded, as was the number of growers who never responded. 
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iil '-[Table S.1 
S2 Example of Volunteer Bias in Survey Research 

Response to three mailings 

First Second Third Total non- Total 
wave wave wave respondents population 

Basic data 

1. Number of 300 543 434 1839 3116 
respondents 

2. Proportion of .10 .17 .14 .59 1.00 
population 

3. Mean trees per 456 382 340 290 329 
respondent 

Cumulative data 

4. Mean trees per 456 408 385 
respondent (Yi) 

5. Mean trees per 315 300 290 
nonrespondent 
(Y2) 

6. Difference 141 108 95 
(Y1 - Y2) 

7. Proportion of .90 .73 .59 
nonrespondents 
(P) 

8. Bias 127 79 56 
P (Y1 - Y2) 

One question dealt with the number of fruit trees owned; for 
just this question, data were available for the entire population 
of growers. Because of this fortunate circumstance, we can esti­
mate the degree of volunteer bias present after the first, second, 
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and third waves of questionnaires. The table shows these calcula-
tions and gives the formal statistical definition provided for vol- 19'3 
unteer bias. 

The first three rows in this table give all the basic data: ( 1) the 
number of respondents (volunteers) and nonrespondents (non­
volunteers) to each wave of questionnaires; (2) the proportion of 
the total population represented by each wave of respondents and 
nonrespondents; and (3) the mean number of trees actually 
owned by each wave of respondents and nonrespondents. Exam­
ination of the third row reveals the nature of the volunteer bias: 
the earlier responders owned more trees, on average, than did the 
later responders. The remaining rows of data are based on the 
cumulative number of respondents available after the first, sec­
ond, and third waves. For each of these waves, five items of infor­
mation are provided: ( 4) the mean number of trees owned by the 
respondents up to that point in the survey (Y1); (5) the mean 
number of trees of those who had not yet responded (Y2); ( 6) the 
difference between these two values (Y1 - Y2); (7) the proportion 
of the population that had not yet responded (P); and (8) the 
magnitude of the bias, defined as P ( Y1 - Y2). 

An examination of row 8 shows that, with each successive 
wave of respondents, there was an appreciable decrease in the 
magnitude of the volunteer bias. This is a fairly typical result, that 
increasing the effort to recruit the nonvolunteer decreases the 
bias in the sample estimates. Of concern to us, however, is that, in 
most circumstances of behavioral research, we can compute only 
the proportion of our population who failed to participate (P) 
and the statistic of interest for those who volunteered or 
responded (Yi). That is, we cannot usually compute the statistic 
of interest for those who did not volunteer or respond (Y2). It is 
our lot usually to be in a position to suspect bias, but to be unable 
to give an accurate quantitative statement about its magnitude. 
However, as we will show later, we can often speculate on the 
direction of that bias and use this information to help us inter­
pret the results. 
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94 Reliabilitq of Volunteering 
Before going any further in this discussion, it is important to 
examine the assumption that volunteering for research is a reli­
able event. If it were a purely random event, we could not expect 
to find any stable relationships between volunteering and various 
personal characteristics. As we will see, a good many other char­
acteristics have been found to relate predictably to volunteering. 
The reliability of the act of volunteering, then, cannot reasonably 
be expected to be zero on psychometric grounds alone. Table S.2 

gives us further reasons to believe that volunteering for research 
participation is a reliable event. The table summarizes the results 
of a set of studies in which the reliabilities were reported, or in 
which there were sufficient raw ingredients for us to estimate the 
reliabilities ourselves. 

For the 10 studies shown, the median reliability coefficient 
is .S2, with a range from .22 to .97. As a standard against which 
to compare these values, we chose the subtest intercorrelations 
for what is perhaps the most widely used and carefully devel­
oped test of intelligence, the Wechsler Adult Intelligence Scale 
(WAIS).7 Repeated factor analyses of this test have shown that 
there is a very large first factor (often referred to as g), that typi­
cally accounts for 10 times more variance than other factors 
extracted. Subtest intercorrelations for the WAIS were reported 
by David Wechsler to range from .08 to .8S, with a median of .52; 

this median is, by coincidence, the median value of the reliabili­
ties of volunteering for research shown in Table S.2. 

Eight of the studies in this table requested volunteering for 
laboratory research, while two studies requested cooperation in 
survey research conducted in the field. The median reliability of 
the laboratory studies was .S6, while the median for the field 
studies was .41. Five studies requested people to volunteer or 
respond a second time for the same task. In the remaining five 
studies, the second and later requests were for volunteering for a 
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Table S.21 

The Reliability of Volunteering Behavior 

Type of study Correlation p 

Choice-reactiona .22 .OS 

Interviewsb .24 .02 

Personality' .34 .OS 

Various experimentsd .42 .001 

Various experimentsd .4S .001 

Questionnairese .58 .001 

Sexf .67 .001 

Personality! .80 .001 

Learning .91 .001 

Hypnosis! .97 .001 

Median .52 .001 

•o. R. J. Laming, "On Procuring Human Subjects," Quarterly Journal of Experimental 
Psychology, 1967, vol. 19, pp. 64-69. All of the subjects had been volunteers at one 
time, so that the reliability was probably lowered by a restriction of range of the vol­
unteering variable. 
bB. S. Dohrenwend and B. P. Dohrenwend, "Sources of Refusals in Surveys," Public 
Opinion Quarterly, 1968, vol. 32, pp. 74-83. All of the subjects had been volunteers at 
one time, so that the reliability was probably lowered by a restriction of range of the 
volunteering variable. In this study, the second request was to volunteer for the same 
research as the first request. 
'E. Rosen, "Differences Between Volunteers and Non-volunteers for Psychological 
Studies," Journal of Applied Psychology. 1951, vol. 35, pp. 185-193. 
dJ. C. Barefoot, "Anxiety and Volunteering," Psychonomic Science, 1969, vol. 16, pp. 
283-284. 
'D. Wallace, "A Case For-and-Against Mail Questionnaires," Public Opinion Quarterly. 
1954, vol. 18, pp. 40-52. 
fR. M. Martin and F. L. Marcuse, "Characteristics of Volunteers and Nonvolunteers in 
Psychological Experimentation," Journal of Consulting Psychology, 1958, vol. 22, 
pp. 475-479. In all these studies, the second request was to volunteer for the same 
research as the first request. 

m 
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different study. If there were propensities to volunteer, then these 
96 propensities should be more stable when persons were asked to 

volunteer for the same, rather than a different, type of research 
experience. The median reliability for studies requesting volun­
teers for the same task was .80, while the median reliability for 
studies requesting volunteers for different tasks was .42. 

Although 10 studies is not very many, the results of these 
studies raise the possibility that volunteering has general and spe­
cific predictors. Presumably, some people volunteer reliably more 
than others for a variety of tasks, and these reliable individual dif­
ferences may become further stabilized in a specific consideration 
of the particular task for which volunteering was requested. 

Comparing Volunteers and Nonvolunteers 
You may be asking yourself how one goes about comparing the 
volunteers and nonvolunteers, because the nonvolunteers are, by 
definition, those people who choose not to participate. Several 
procedures have been found useful, and they can be grouped into 
one of two types: the exhaustive and the nonexhaustive.8 In the 
exhaustive approach, all the prospective participants are identi­
fied by their status on all the variables on which the volunteers 
and nonvolunteers are to be compared. If the setting is academic, 
all the students who are prospective participants might be tested 
first on some required measure and their biographical informa­
tion would be collected. For example, incoming freshmen are 
routinely administered a battery of tests in many colleges. At 
some later point, the students would be recruited for research 
participation, and the demographic and test data of those who 
volunteered would be compared with the measurements of those 
who turned down the request. 

A variation on this approach is to recruit participants in a col­
lege class. The names of the volunteers and nonvolunteers are 
sorted from the roster of all students. Shortly after, a test or some 
other material is administered to the entire class by someone 
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unrelated to the person who recruited the volunteers. How the 
volunteers and nonvolunteers did on the test or other material is I 97 
then extracted from these data. In all cases, the assumption made 
is that the anonymity of the volunteers and the nonvolunteers will 
be protected by the use of a code, so that only the fact that a per-
son did or did not volunteer is contained in the research record. 

In the nonexhaustive approach, data are not available for all 
of the potential participants, but data are available for those dif­
fering in the likelihood of finding their way into a final sample. 
One variation uses the easy-to-recruit person. We tap a popula­
tion of volunteer participants repeatedly so as to compare sec­
ond-stage volunteers with first-stage volunteers, and so on. Sup­
pose the repeated volunteers were higher in the need for social 
approval than the one-time volunteers. By extrapolating from 
these data roughly to the zero level of volunteering, we can con­
clude that nonvolunteers may be lower still in approval need. 

Another variation on the nonexhaustive approach gets at the 
hard-to-recruit individuals. The incentive to participate is repeat­
edly increased (within ethically approved limits), as in survey 
research that tries to coax more respondents into the sampling 
pool by increasing the incentive. We can also focus on the slow­
to-reply person. In this case, only a single request for volunteers is 
issued, and the latency of volunteering is the criterion for divid­
ing up the waves of respondents as well as the basis for extrapo­
lating to the nonrespondents. 

Characteristics of the Volunteer Subject 
With these and other approaches to identifying volunteers and 
nonvolunteers, hundreds of results have been gathered. Based 
on an analysis of such results some years ago, we identified 17 
characteristics that distinguished volunteers from nonvolun­
teers,9 summarized as main effects in Table 5.3. The rows indi­
cate each characteristic, and the first column of data shows the 
number of studies providing evidence on the relationship 
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Summary of Studies of Volunteer Characteristics 

Percentage of Percentage of 
total studies significant 

Characteristics Numbers significantly studies 
of the volunteer of favoring the favoring the 
subject studies conclusion conclusion 

"Maximum" confidence 
1. Better educated 26 92 100 

2. Higher social class 46 70 86 

3. Intelligent 37 54 91 

4. Approval-motivated 19 58 100 

5. Sociable 19 63 92 

"Considerable" confidence 
6. Arousal-seeking 26 so 81 

7. Unconventional 20 55 73 

8. Female 63 35 79 

9. Nonauthoritarian 34 35 80 

10. Jewish or Protestant 17 41 100 

11. Nonconforming 17 29 100 

"Some" confidence 
12. From smaller towns 10 40 100 

13. Interested in religion 11 36 80 

14. Altruistic 4 100 100 

15. Self-disclosing 3 100 100 

16. Maladjusted 34 44 62 

17. Young 41 34 61 
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between volunteering and the characteristic in question. The min-
imum requirement for admission to this list was at least three sta- (99 
tistically significant results, in either direction, bearing on the rela­
tionship between any characteristic and volunteering. The total 
studies found to be significant (not in this table) ranged from 29% 
("Nonconforming") to 100% ("Self-disclosing" and "Altruistic"). 

The next column in Table 5.3 shows the percentage of the 
total number of relevant results that reported a statistically sig­
nificant relationship between volunteering and the named char­
acteristic of volunteers. For example, row 8 shows that there 
were 63 studies of the relationship between gender and research 
volunteering, and that 35% of these studies found that females 
were more likely than males to volunteer for research participa­
tion. This finding does not rule out the possibility that an 
equally large percentage of the total number of relevant studies 
had yielded results statistically significant in the opposite direc­
tion. To control for this possibility, the next column shows the 
net evidence for each specific relationship, that is, the percentage 
of all statistically significant results that favored the particular 
conclusion reached. 

Also indicated in Table 5.3 is a "confidence level" we can rec­
ommend based on this analysis. It is not a confidence level in the 
statistical sense but reflects the inductive confidence we have in a 
conclusion based on the number of studies and the direction of 
the majority of results. To qualify for "maximum confidence;' a 
characteristic had to be based on a large number of studies (at 
least 19), of which a majority significantly favored the conclu­
sion, and of which the vast majority (86%) of just the significant 
outcomes also favored the conclusion drawn. To qualify for 
"considerable confidence," a large number of studies was also 
required (at least 17), but the fraction of total studies "signifi­
cantly" in support of the characteristic was permitted to drop 
somewhat below one third; the percentage of significant results 
that favored the conclusion was still required to be large (73%). 
The major difference between the categories of "considerable" 
and "some" confidence was in the number of studies available on 
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which to base a conclusion (at least 3 in the case of "some 
lW confidence"); the fraction of total studies "significantly" support­

ing a characteristic remained at about one third (34%), but the 
percentage of significant results favoring the conclusion was still 
relatively substantial ( 61 % ) . 

To view this subjective grouping in a slightly different way, 
we can say that the degree of confidence in a characteristic was 
based on the extent to which future studies reporting no statisti­
cally significant relationship, or even relationships significantly in 
the opposite direction, would be unlikely to alter the overall con­
clusion drawn. For example, if 24 of 26 studies showed volunteers 
to be significantly better educated than nonvolunteers, it would 
take a great many studies showing no significant relationship, and 
even a fair number of studies showing a significantly opposite 
relationship, for us to decide that volunteers were not, on the 
whole, better educated than nonvolunteers. This analysis is never­
theless a crude procedure, but we understand that meta-analytic 
work is currently under way to evaluate all the findings to date. 
Such an analysis will give us a sharper picture of the typical mag­
nitude of differences between volunteers and nonvolunteers, but 
for the time being, we can rely on this analysis. 

One limitation of the summary of characteristics in Table 5.3 
is that they tell us nothing about racial or ethnic differences in 
volunteering; these variables await further study. The summary is 
also limited by the fact that the variables noted are not qualified 
by the particular task for which volunteering was requested. That 
is, this summary is robust in the sense that conclusions drawn 
with good levels of confidence transcend the effects of possible 
moderator variables. However, the conclusions are not as precise 
as they might have been had they taken into account the effects of 
possible moderator variables. Fortunately, such information is 
available, although the stated conclusions become somewhat 
more cumbersome when we increase the precision of specifica­
tion. We will go through the list in Table 5.3 and this time flesh 
out the conclusions. Where there appear to be inconsistencies, it 
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is useful to keep in mind that the operationalization of some vari-
ables is based on specific psychological instruments (e.g., intelli- h01 
gence refers to IQ test scores, and authoritarianism is also based 
on test scores) rather than on behavior. 

Conclusions Warranting "Maximum" Con~dence (1) Volunteers tend to be 
better educated than nonvolunteers, especially when personal 
contact between the researcher and the participant is not 
required. (2) Volunteers tend to have higher social-class status 
than nonvolunteers, especially when social class can be defined by 
the participants' own status rather than by parental status. (3) 
Volunteers tend to be higher in intelligence than nonvolunteers 
when recruitment is for research in general, but not when recruit­
ment is for less typical types of research, such as hypnosis, sensory 
isolation, sexual studies, and small-group and personality 
research. (4) Volunteers tend to be higher in the need for social 
approval than nonvolunteers. (5) Volunteers tend to be more 
sociable than nonvolunteers. 

Conclusions Warranting "Considerable" Con~dence (6) Volunteers tend to 
be more arousal-seeking than nonvolunteers, especially when 
recruitment is for studies of stress, sensory isolation, and hypno­
sis. (7) Volunteers tend to be more unconventional than nonvol­
unteers, particularly if recruitment is for studies of sexual behav­
ior. (8) Females are more likely than males to volunteer for 
research in general, but females are less likely to volunteer 
for physically and emotionally stressful research (e.g., electric 
shock, high temperature, sensory deprivation, and interviews 
about sexual behavior) . (9) Volunteers tend to be less authoritar­
ian than nonvolunteers. (10) Jews are more likely to volunteer 
than Protestants, and Protestants are more likely to volunteer 
than Catholics. (11) Volunteers tend to be less conforming than 
nonvolunteers when recruitment is for research in general, 
but not when women are recruited for hypnosis, sleep, or coun­
seling research. 
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Conclusions Warranting "Some" Conndence (12) volunteers tend to be 
from smaller towns than nonvolunteers, especially in question­
naire studies. (13) Volunteers tend to be more interested in reli­
gion than nonvolunteers, again especially in questionnaire stud­
ies. (14) Volunteers tend to be more altruistic than non­
volunteers. (15) Volunteers tend to be more self-disclosing than 
nonvolunteers. (16) Volunteers tend to be more maladjusted 
than nonvolunteers, especially when recruitment is for an 
unusual situation (e.g., drug research, hypnosis, high-tempera­
ture research, or vaguely described experiments) or for medical 
research employing a clinical (rather than a psychometric) defi­
nition of psychopathology. ( 17) Volunteers tend to be younger 
than nonvolunteers, especially when women are recruited for 
laboratory research. 

Situational Determinants of Volunteering 
A similar analysis was possible of the relationship between volun­
teering and certain situational moderators. 10 As in our discussion 
of the more stable characteristics of volunteers, our inventory of 
situational determinants was developed inductively rather than 
deductively. In this case, we asked what situational variables in­
creased or decreased the rate of volunteering. The answer to this 
question has implications for both the theory and the practice of 
the behavioral sciences. If we can learn more about the situa­
tional influences on volunteering, we will also have learned more 
about social influence in general-which is what McGuire 
(Chapter 1) implied when he spoke about exploiting "artifacts" as 
variables of interest in their own right. If we learn more about the 
situational determinants of volunteering, we may also be in a bet­
ter position to reduce the bias in our samples that derives from 
volunteers' being systematically different from nonvolunteers in a 
variety of characteristics. 

The results bearing on the relationship between volunteer­
ing and situational variables were not as plentiful or as direct as 
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they were in the preceding case. We again list (below) the vari-
ables by the degree of confidence we can have that each is actu- ri o3 
ally associated with volunteering. Three groups of determinants 
were discriminable, and within each group, the determinants 
could be listed in approximately descending order of the degree 
of confidence we can have in the relationship between volunteer-
ing and the listed determinant. As before, the definition of 
degree of confidence was based both on the number of studies 
relevant to the relationship under consideration and on the pro­
portion of relevant studies whose results supported a specific 
directional conclusion. 

To qualify for "maximum confidence;' a relationship now 
had to be based on at least 20 studies, and at least 6 out of 7 stud­
ies had to support the specific conclusion. Two conclusions met 
these criteria: (1) People who are more interested in the topic 
under investigation are more likely to volunteer, and (2) people 
with expectations of being favorably evaluated by the investigator 
are more likely to volunteer. 

To qualify for "considerable confidence;' a relationship had 
to be based on at least 10 studies with at least two thirds support­
ing the conclusion. Three additional conclusions met these crite­
ria: (3) People who perceive the investigation as important are 
likely to volunteer. ( 4) People's feeling states at the time of the 
request for volunteers are likely to affect the probability of volun­
teering; people who are made to "feel good" or to feel competent 
are more likely to volunteer. (5) People who are offered greater 
material incentives are likely to volunteer, especially if the incen­
tives are offered as gifts in advance and without being contingent 
on the person's decision to volunteer. 

To qualify for "some confidence," a relationship had to be 
based either on 3 studies, all of which were in support of the 
relationship, or on 9 studies, most of which were in support of 
the relationship and of which none showed a significant reversal 
of the relationship. Three final conclusions met these criteria: 
( 6) Personal characteristics of the recruiter are likely to affect the 



I Chapter S 

prospective participant's probability of volunteering. Recruiters 
104 higher in status or prestige are likely to obtain higher rates of vol­

unteering, as are female recruiters; this latter relationship is espe­
cially modifiable by the sex of the prospective participant and the 
nature of the research. (7) People are less likely to volunteer for 
tasks that are more aversive in the sense of being painful, stress­
ful, or dangerous biologically or psychologically. Personal charac­
teristics of the prospective participant and the level of the incen­
tive offered may moderate the relationship between volunteering 
and task aversiveness. (8) People are more likely to volunteer 
when volunteering is viewed as the normative, expected, appro­
priate thing to do. 

One implication of these eight conclusions is that, at least in 
theory, we can do something to improve the representativeness 
of our participant samples. For example, we can make the appeal 
for volunteering as interesting as possible (keeping in mind the 
nature of the target population) and make it as nonthreatening 
as possible so that potential volunteers will not be put off by 
unwarranted fears of unfavorable evaluation. We can also state 
the theoretical and practical importance of the research and state 
in what way the target population is relevant to the research and 
their social responsibility to participate in research that has the 
potential of benefiting others. We can, when possible, offer to 
pay prospective volunteers for participating and offer a small 
courtesy gift for taking the time to consider whether they will 
participate. We can have the request for volunteering made by a 
person of high status, preferably by a woman. We can try to 
avoid tasks that may be psychologically or biologically stressful. 
Finally, we can have someone known to the potential partici­
pants make the appeal for volunteers. If volunteering is regarded 
by these potential participants as normative (that is, typical in 
this population), we might ask for public commitment (a show 
of hands); if nonvolunteering is normative, we might ask for pri­
vate commitment. 

Volunteer Status and Research Outcomes 
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In the previous chapter, we described a scaling study of the role 
expectations of prospective participants. In that study were peo­
ple who had volunteered for another research study and people 
who had not volunteered, and thus we were able to compare the 
scaling responses of these two groups. Some of the items were 
repeated in the questionnaire, and for each person in the volun­
teer sample and the nonvolunteer sample, we correlated the re­
sponses to the items. The responses made by the volunteers were 
more reliable (median r = .68) than the responses made by the 
nonvolunteers (median r = .48). In terms of psychometric impli­
cations, the volunteers provided "better data" for the scaling 
solution. The psychological implication of the difference in the 
reliabilities was not entirely clear, but we thought that the volun­
teers, being brighter and higher in the need for social approval, 
may have tried to be more consistent. 

In another set of studies, we identified the volunteers and the 
nonvolunteers by using the exhaustive approach described previ­
ously, in which research participants are recruited in a college 
class: All the students-volunteers and nonvolunteers-partici­
pate in another study, and their responses in this second study 
provide the basic data for a comparison of the two groups. In one 
such investigation, Rosnow and Jerry M. Suls studied the re­
sponses of college students in a standard opinion-change experi­
ment using a persuasive message as the treatment. The Solomon 
design was used for the purpose of identifying and comparing 
any effects of pretest sensitization in the volunteers and the non­
volunteers. 11 It will be recalled that pretest sensitization bias refers 
to the potential biasing effect of an instrument (e.g., a question­
naire) that precedes the treatment and is again administered after 
the treatment. The Solomon design calls for four randomly as­
signed groups: two are pretested, and the other two are not 
pretested. Within the pretested and nonpretested groups, one 
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iiEI group is administered the treatment and the other is not. By 
106 comparing the posttest means of these four groups, we can find 

out the direction and magnitude of any pretest sensitization bias 
effects that occurred. 

It had been theorized that pretesting should heighten the vol­
unteers' responsiveness to demand cues, informing them that 
some change is expected. 12 Nonvolunteers, on the other hand, 
may be less responsive or even resistant to such cues. The point is 
that, besides possibly magnifying or washing out the effects of the 
treatment, the pretesting of volunteers may produce a different 
biasing effect than the pretesting of nonvolunteers. The findings 
in this study showed that the volunteers, in comparison with the 
nonvolunteers, were overly responsive to the treatment after be­
ing pretested. The pretest sensitization responses of the nonvol­
unteers were in the opposite direction of the volunteers' re­
sponses. Another investigation in this series, done with Jeffrey H. 
Goldstein, Barry E. Goodstadt, and Jerry M. Suls, 13 studied the 
potential biasing effect of the participants' volunteer status in 
verbal operant-conditioning research, and once again, the results 
were that volunteers tended to be overly accommodating to 
demand cues. 

Some researchers had questioned the pervasiveness of such 
"volunteer artifacts," 14 but studies like these implied that biasing 
effects might be quite pervasive. Several hundred studies had pre­
viously used the verbal conditioning paradigm with volunteer 
participants, and a large number of laboratory social influence 
studies had used the pretest-posttest design without the requisite 
controls for pretest sensitization. In addition, studies by other 
investigators implicated volunteer artifacts in a wide variety of 
situations. For example, I. A. Horowitz reported that volunteers 
responded differently from nonvolunteers to fear-arousing com­
munications, a result that he argued helped to resolve inconsis­
tencies in the conclusions previously reported by a number of 
investigators working in this area. 15 H. Kotses, K. D. Glaus, and 
L. E. Fisher reported the occurrence of volunteer artifacts in an 
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experimental study of physiological responses to random bursts 
of white noise. 16 R. W. Black, J. Schumpert, and F. A. Welch 107 
reported that perceptual-motor responses were confounded by 
the participants' volunteer status. 17 Volunteer bias has also been 
implied in clinical and counseling studies.18 

Power and the Pseudovolunteer 
Another useful finding in this area concerned the concept of 
power in statistical significance testing. Power refers to the proba­
bility of not overlooking an effect or a relationship that is "really 
there." As described previously, the effect size is a measure of the 
magnitude of the relationship between the independent and 
dependent variables. When we do statistical significance testing, 
a basic assumption is that the significance test chosen (e.g., the 
t test or the F test) must be "powerful" enough to detect an ob­
tained effect at a specified level of significance. In Chapter 3, we 
noted that the magnitude of a significance test is equivalent to the 
size of the effect times the size of the study. The size of study was 
defined as the sample size; if the sample is too small, it is possible 
that an obtained effect will go undetected at the specified signifi­
cance level. Given an estimated effect size, we can consult a table 
to determine how many participants we must recruit. 19 

The problem is that not everyone who is recruited may show 
up at the scheduled time. If we were counting on a particular 
number of people to show up, we would have to make an al­
lowance for the no-shows (also called pseudovolunteers) by 
recruiting more people.20 Our analysis of the literature on no­
shows turned up 20 studies, and the results are shown in the stem­
and-leaf plot in Table 5.4. Each row label is called a stem; these 
"stem ends" show leading digits from .4 to .0. The leaves are the 
second digits, which in combination with the leading digits tell us 
there were .40, .41, and .42 no-shows in three studies denoted in 
the first row of this stem-and-leaf. The summary data at the bot­
tom of the table indicate that the median proportion of no-shows 
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108 Table S.4 
Proportions of No-Shows in 20 Studies 

Stems Leaves 

.4 0 1 2 

.3 0 0 1 2 6 6 7 7 7 8 

.2 4 

.1 0 2 4 6 9 

.0 3 

Maximum value .42 

75th percentile .37 

Median .315 

25th percentile .17 

Minimum value .03 

was almost one third (.315). Suppose we were counting on 
a sample size of 40 participants and wanted to make an allow­
ance for the no-shows. These data suggest that we should sched­
ule about 60 people, on the assumption that one third may not 
show up. 

Predicting the Direction of Bias 
Granted that volunteers are never a random sample of the popu­
lation from which they were recruited, and that any given sample 
of volunteers may differ from nonvolunteers on a number of 
dimensions, we can view the threat to generalizability of using 
volunteer subjects as a specific case of sampling bias. The ques­
tion of interest is whether the resulting bias will lead us to over-
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estimate or underestimate the population's parameters. We can- I . 
not be absolutely certain that, in any given study, the perfor- 109 
mance of the volunteer participants differed from the potential 
performance of the unsampled nonvolunteers if they had partic­
ipated in the study. However, based on what we have learned 
about the characteristics of volunteers, we can predict the direc-
tion of volunteer bias in many situations. 

Figure 5.1 helps us illustrate this idea in the specific case of 
IQ testing. Previously it was concluded that volunteers tend to 
score higher on intelligence tests than nonvolunteers. If we relied 
solely on volunteer participants to develop norms for an IQ test, 
it follows that the estimated population mean would be artifi­
cially inflated by this sampling procedure. In this figure, the curve 
called Y represents a theoretical normal distribution of IQs in the 
general population; the curve called X represents a theoretical 
normal distribution of IQs among volunteers. To the extent that 
the mean of X is different from the mean of Y, the resulting bias 
constitutes a threat to the generalizability of the data. Merely 
increasing the size of the sample would not reduce this bias, 
unless we made an effort to improve the representativeness of the 
sampling procedures as well. However, at least we are able to pre­
dict the direction of the volunteer bias. 

Another example of this type of sampling bias was described 
by A. H. Maslow and J. M. Sakoda, who contended that volunteer 
bias may have had grave effects on Alfred C. Kinsey's classic esti­
mates of human sexual behavior.21 Kinsey and his associates had 
conducted a series of intensive interviews of some 8,000 American 
men and 12,000 American women in order to uncover the pre­
dominant sexual customs in the United States.22 Their fascinating 
findings became a source of intense discussion and controversy 
when the question of sampling bias was raised by critics.23 Might 
Kinsey's respondents, by virtue of their willingness to answer his 
questions, have shared other attributes that distinguished them 
from the rest of the population and thereby restricted the gener­
alizability of the data? 
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Bias - Bias of X= X-Y 

y { True Estimated } _ 
value value X 

Figure S.1 The curve symbolized as Y represents a theoretical normal distri­
bution ofIQs in the general population, and the curve labeled X represents 
a theoretical normal distribution of IQs among volunteers. To the extent 
that the mean of Xis different from the mean of Y, the resultant bias con­
stitutes a threat to the generalizability of the data. 

Maslow and Sakoda addressed this question in a study they 
designed with Kinsey. It was arranged for him to set up an office 
near the Brooklyn College campus and for Maslow to make an 
appeal for volunteers in his classes. Earlier, Maslow had found 
that people high in self-esteem reported having relatively uncon­
ventional sexual attitudes and behavior,24 and he and Sakoda 
now found that students who volunteered for a Kinsey interview 
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scored higher in self-esteem than nonvolunteers for an interview. I 
Putting these findings together, Maslow and Sakoda concluded 111 
that Kinsey's sample estimates had exaggerated the true popula-
tion values. 25 

We can conceive of many nonexperimental situations in 
which we should be able to predict the direction of volunteer 
bias. For example, given that volunteers are less authoritarian 
than nonvolunteers (Characteristic 9 in Table 5.3), were we to 
employ volunteers to provide the norms for a test that correlated 
positively with authoritarianism, we would anticipate underesti­
mating the population mean. The point is that, insofar as any of 
the characteristics listed previously can be conceptualized as a 
potential threat to generalizability, we can predict the direction 
of this threat. 

In survey research, where the estimation of one or more 
parameters is the goal, the biasing effects of volunteer samples 
could be disastrous. In most behavioral experiments, however, 
interest is not centered so much on means and proportions as on 
the differences between means or proportions. Experimenters are 
interested in relating such differences to the operation of their 
independent variables. That volunteers may differ from nonvol­
unteers in scores on the dependent variable may be irrelevant to 
the behavioral experimenter, who is more interested in the mag­
nitude and statistical significance level of the difference between 
the experimental and the control group means. In this case as 
well, however, we can predict whether the participants' volunteer 
status may have combined with the experimental variable. 

Suppose we wanted to test the effects of some experimental 
manipulation on the dependent variable of gregariousness. If we 
drew a sample of volunteers, any treatment designed to increase 
gregariousness might be too harshly judged as ineffective because 
the untreated control group would already be unusually high on 
the factor of sociability (Characteristic 5 in Table 5.3). The same 
treatment might prove effective in increasing the gregariousness 
of the experimental group relative to the control group if the 
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rn total sample were characterized by a less restricted range of 
112 sociability. Another example of this direction of bias would be if 

we wanted to assess the validity of a new educational procedure 
that was purported to make people less rigid in their thinking. If 
we randomly assigned volunteers to an experimental group that 
received the procedure or to a control group that did not receive 
it, we would predict that the controls would already be unusually 
low on the dependent variable (because volunteers are low in 
authoritarianism). Thus we would again have minimized the 
true difference between the two groups by using just volunteer 
participants. 

The opposite type of error can also be imagined. Suppose we 
wanted to find out how persuasive a propaganda appeal was by 
using a sample of volunteers, half of whom would receive the 
message (the experimental group) and half of whom would not 
(the control group). Given that volunteers tend to be higher in 
the need for social approval (Characteristic 4 in Table 5.3), and 
that people who are high in the need for social approval are 
more readily influenced than people low in this need, we would 
predict that participants exposed to the experimental treatment 
would overreact to it. Comparing their pre-to-post scores with 
those in the control group would exaggerate the true impact of 
the propaganda. 

Previously we mentioned that one reason for our interest in 
the volunteer subject has to do with the proliferation of ethical 
directives and the possibility that we may often find ourselves 
able to work only with volunteers. Because of ethical rules that 
insist on the use of informed participants, the behavioral science 
of the future may be based not on McNemar's "college sopho­
mores," but on volunteer sophomores who have been made fully 
aware of the responses of interest to the researcher. As we will see 
next, ethical limitations imposed by statutory, institutional, and 
professional directives present a challenge to researchers to build 
a methodologically stronger, as well as more ethical, science. 
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Ethical and 
Methodological 
Challenges 
We might say that science is a calling and not an occupation only, or 

at any rate, that it cannot flourish if it is always an occupation only. 

And the difference between these two sorts of pursuits lies in this, 

that we choose an occupation while a calling chooses us; we are 

impelled to the calling from within, which is to say that we are 

committed to its values. 

-Abraham Kaplan 1 

Tides of Change 
fl11 ne consequence of the artifact assault of the 

lUJ 1960s and 1970s was to call attention to limita­

tions of experimental methods in behavioral sci­

ence. Yet it was by experimentation that researchers 

had demonstrated the existence of artifacts. (The 

irony of this situation did not escape the critics of 

the artifact work or the artifactologists themselves, 
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neither of whom wished to abandon the method of exper-
114 imentation.) This work had made the artifactologists supercon­

scious of both the utility and the limits of behavioral experimen­
tation. It also underscored the fact that the ship of behavioral 
science is never finished and, as in all areas of science, is in a con­
stant state of reconstruction. The problem was not simply that 
the method of experimentation was imperfect, because the same 
criticism could be leveled against any method of inquiry. The 
problem was to identify particular limitations and then to use 
multiple methods of inquiry, each imperfect in some way, to tri­
angulate on the question or hypothesis of scientific interest.2 

In the 1960s and 1970s, we also learned that every method of 
inquiry, as well as the basic facts acquired through the use of each 
method, could be understood only in a particular context of 
explanation and that methods that had seemed quite appropriate 
at one time were now seen as ethically problematic in some way. 3 

For example, if we think back to the heyday of experimental social 
psychology in the 1950s and 1960s, we are reminded that many of 
the seminal studies that were conducted then would be impossible 
today (e.g., Milgram's obedience studies). The reason for this 
change is that daunting arrays of ethical issues had not been 
raised a generation or more ago in the form that they have today.4 

New researchers who practice their calling in the years ahead will 
need to anticipate such issues and to take a constructive, problem­
solving approach when faced with ethical problems. 

In this final chapter, we will sketch what we perceive as a con­
stantly changing montage of ethical issues. We will touch on the 
events leading up to the present situation and examine the moral 
dilemma faced by new researchers, who may find themselves caught 
between the Scylla of methodological requirements and the Charybdis 
of ethical demands. Picking up a thread from some previous work,5 

we will describe how a confrontation between the technical and 
the moral provides opportunities to strengthen our science: we 
can strive to develop scientific and analytic insights that will 
enhance the ethical nature of our research and its technical merit. 

Ethic a I and Me tho do Io g i ca I Ch a II en g es I 
Ethics and nrtif acts in Collision 
The term ethics, as used here, refers to the moral standards or val­
ues by which human conduct is judged. Applied to research in the 
behavioral sciences, ethical guidelines allow us to judge the moral­
ity of scientific conduct no matter who the researcher is, as long as 
the research situation is similar. In psychology, for example, such 
guidelines enable researchers to anticipate suspected transgressions 
and to decide how to avoid or rectify ethical problems. Stretching 
our imagination, we can envision these collective guidelines as an 
idealized "social contract" of do's and don'ts. Each new generation 
of researchers is required to subscribe to some form of such a con­
tract as a moral prerequisite of conducting research with human 
participants. Broadly speaking, the moral agreement in behavioral 
research can be described as the responsibility not to do physical or 
psychological harm to the participants and to do beneficent 
research in a way that is likely to produce valid results. 

For example, as part of their research training, doctoral stu­
dents in psychology are instructed about the ethical ideal known 
as informed consent, which is one "contractual" obligation in hu­
man participant research. The principle of informed consent was 
predicated on the assumption that participants are entitled to 
know what they were getting into; informed consent guidelines 
tell us to acquaint potential participants with the essential facts 
of a study (such as its purpose and the nature of the instruments 
used). One source of concern in some areas is that, as a result of 
statutory requirements, it has become necessary to add further 
details to the informed consent form (i.e., the document that the 
participant signs to indicate his or her understanding of the 
nature of the study and willingness to take part). As well mean­
ing as these requirements are, they often result in forms that are 
both cumbersome and hard to understand. One researcher 
reported that people believed they had relinquished their right 
to sue for negligence by signing the form, although that right is 
legally protected. 6 

115 
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However, a perennial question has been whether compliance 
li61 with human participant regulations presents a dilemma for re­

searchers who are also concerned about avoiding or minimizing 
artifacts.7 An early study by Jerome H. Resnick and Thomas 
Schwartz implied that there was a delicate balance between 
ethics and participant-related artifacts. 8 The investigators used a 
traditional verbal conditioning procedure, the Taffe! task,9 in an 
experiment in which they manipulated the ethical standard of 
informed consent. The participants received a sequence of cards, 
one card at a time, each of which showed a specific verb and the 
six pronouns I, you, we, he, she, and they; the instructions were to 
use the verb shown on the card to compose a sentence beginning 
with one of the pronouns. The experimenter responded, "Good" 
or "OK" each time the participant selected I or we, the object 
being to condition the participant to choose only these two pro­
nouns. Half of the potential participants were explicitly informed 
of the nature of the conditioning procedure in strict adherence 
with proposed informed-consent guidelines; the other potential 
participants were not given this information, and the experi­
ment was run in the way it would have been before the era of 
informed consent. 

One finding was that not only was it more difficult to get the 
ethically informed people to agree to participate in the study, but 
more than half of the ethically informed volunteers were no­
shows, whereas all the "uninformed" volunteers appeared at the 
appointed time and place. The result of major interest, however, 
was that the uninformed group was conditioned as expected, but 
the informed group responded in the opposite direction of condi­
tioning theory. Using postexperimental questionnaires, Resnick 
and Schwartz discovered that many informed participants, after 
having been told so much about the study, had carried on a train of 
thought in which they had questioned the experimenter's "true" 
hypothesis. One person who had been negatively conditioned 
stated that he "had wanted to play it cool; and to give the impres-
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sion that the experimenter's reinforcements were having no ef­
fect:'10 When told that his use of the two reinforced pronouns had ffi7 
decreased by more than half from the first 20 trials to the last 20, 

this person laughed and said, "I was afraid I would overdo it."11 

It was disturbing to Resnick and Schwartz that ethically 
informed participants had become distrustful or recalcitrant. 
Resnick and Schwartz also questioned what was really happen­
ing in "a room full of mirrors where objective reality and its per­
ception blend, and thereby become metaphysical."12 Their results 
implied that the standard textbook principles of verbal learning 
might have been reversed if all of the previous studies had 
strictly adhered to informed-consent rules. More broadly, the 
results implied that compliance with ethical guidelines pre­
sented a dilemma for behavioral researchers who were con­
cerned about minimizing participant-related artifacts. It seemed 
that compliance with some guidelines was an impediment to the 
pursuit of knowledge. 

Another study implying a potential conflict between ethics 
and artifacts was reported by Gerald T. Gardner, who had done a 
series of experiments to explore the effects of noise on task per­
formance. 13 Gardner wanted to replicate a widely cited phenom­
enon first reported by David Glass and Jerome Singer, indicating 
that exposure to uncontrollable, unpredictable noise has negative 
effects on task performance.14 Although Gardner's initial experi­
ments replicated Glass and Singer's findings, two subsequent 
studies by Gardner did not, and puzzled by this outcome, he 
searched for an explanation. The initial studies, like those of Glass 
and Singer, had been performed before the implementation of 
federal guidelines requiring informed consent; Gardner's later 
studies used informed consent. 

To assess whether the use of informed consent might have 
been responsible for the different results, Gardner performed 
another experiment in which two groups were exposed to uncon­
trollable noise. Informed consent was used in one group but not 
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;-;;-. in the other. The results of this study implied that the informed-
118 consent procedure had stifled the emergence of negative effects 

because it had created a perception in the participants of control 
over the noise. In Gardner's words, perceived control "could 
result from references ... in the consent form to subjects' ability 
to withdraw from the experiment without penalty, to their free­
dom to choose an alternative to [subject] pool participation."15 

Once again, it appeared that some ethical requirements had put 
obstacles in the path of progress in behavioral science. 

The "Ten Commandments" of the RPR 
How did the behavioral sciences get into this fix, in which re­
searchers are forced to wrestle with conflicting demands? The 
roots of this dilemma in psychology go back to the 1960s, when 
the American public had been whipped into a frenzy of anxiety 
by reports of domestic wiretapping and other clandestine activi­
ties by agencies of the federal government. Caught up in the tem­
per of the times, eminent psychologists began to voice their con­
cerns about the status of human values in their science.16 For 
example, Sidney M. Jourard called for a more humanistic re­
search methodology and made explicit references to what he per­
ceived as serious deficiencies in how the experimenter-partici­
pant relationship had been defined in psychology.17 In a similar 
vein, Herbert Kelman, a leading social psychologist, expressed his 
disillusionment over what he viewed as the widespread and unques­
tioned exploitation of "powerless subjects" with abusive decep­
tions.18 In Kelman's words, 

What concerns me most is not so much that deception is 
used, but precisely that it is used without question .... 
I sometimes feel that we are training a generation of stu­
dents who do not know that there is any other way of 
doing experiments in our field, who feel that deception 

Ethical and Methodological Challenges 

is as much de rigeur as significance at the .OS level. Too 
often deception is used not as a last resort, but as a mat-

I 
ter of course. Our attitude seems to be that if you can 
deceive, why tell the truth?19 

It did, in fact, seem true that, over the years, both the use and 
the level of deception had increased. In his early study of confor­
mity in the 1950s, S. E. Asch had had pseudosubjects deceive the 
participants by keeping a straight face while making ridiculous 
perceptual judgments about the length of lines.20 A decade later, 
Milgram's deception of participants (about applying electric shocks 
to a "learner" to get him to respond in a particular way) had 
become a lightning rod for ethical concerns.21 One survey of re­
search practices in social psychology in the mid-1960s reported 
that 81 percent of conformity studies and 72 percent of studies 
on cognitive dissonance and balance theory had routinely used 
some form of deception. 22 Another report stated that nearly half 
of the studies published in 1971 in the Journal of Personality and 
Social Psychology had used deception.23 

The practice of deceiving participants raised methodological 
red flags as well as ethical concerns. Roger Brown cautioned, "The 
trouble with deception, morality aside, which it usually is, is that 
one cannot be sure who is being deceived."24 Research revealed 
that some participants became more guarded in their responses 
once they learned they had been deceived.25 Still, the use of 
deception in psychology seemed tame compared to more shock­
ing events elsewhere. In biomedical research, cases of flagrant 
abuse had come to light, sometimes resulting in the death of 
human participants. 26 In sociology, where researchers preferred 
to work in field settings, a graduate student working on his Ph.D. 
had played the role of homosexual voyeur in order to observe 
hundreds of homosexual encounters in a public washroom in 
a city park.27 In the mid-1960s, when this study was done, soci­
ologists had no code of ethics concerning either the need for 
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informed consent or the inviolability of the right to privacy. 
120J Amid unrelenting demands for reform, the question of scientific 

misconduct became a public issue, discussed in newspapers, mag­
azines, and congressional hearings. 28 

A few years later, privacy as a moral and legal issue had 
begun to be recognized quite formally, and many Americans were 
expressing concerns about threats to their "right to be left alone." 
Behavioral and social scientists who had turned to field research 
to avoid certain artifacts were no less concerned about the moral 
or legal issues than those who had turned to laboratory decep­
tions. Some began to speak about an imbalance between the 
potential scientific benefits of research and the costs to the rights 
and welfare of the volunteers who participated in it. John M. 
Darley argued that there was an ethical imperative in doing 
sound research because, otherwise, "we leave those who are 
attempting social change the prey of hucksters who are willing to 
put forth undocumentable claims based on inadequate evidence."29 

Darley added, however, that researchers had to realize also that 
"subjects have certain substantive rights that cannot be violated 
regardless of cost-benefit considerations."30 

For some time, the American Psychological Association (APA) 
had, in its code of professional ethics, addressed issues such as the 
confidentiality of research data. There was now a call for further 
codification of ethical practices in psychological research. M. 
Brewster Smith argued that psychological science had become 
"big business" because of financial support from the federal gov­
ernment, and that researchers were therefore answerable to the 
public regarding the methods used in studying people.31 Spurred 
on by articulate spokespersons, the APA in 1966 created an ad 
hoc committee-informally called the Cook Commission after 
Stuart W. Cook, its chair-which was assigned the task of devel­
oping a code of ethics for research with human participants. 
Out of those deliberations came a 1971 draft report, 32 which 
prompted Resnick and Schwartz to conduct the study mentioned 
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previously. A revised report appeared in 1972, expounding a set ffi 
of principles33 that became popularly known as the ten com- 121 
mandments of the American Psychological Association. The 
complete guidelines were formally adopted by the APA in 1972, 
were reissued a decade later, 34 and are in the process of being 
updated by a joint task force of the APA and the American 

Psychological Society. 
The APA's code of research ethics was formulated with the 

object of informing psychological investigators of their moral 
responsibilities, helping them decide what aspects of a proposed 
study might pose an ethical problem, and describing strategies 
for addressing such problems. For example, the code did not 
prohibit deception in all research studies but implied when a 
deception might be permissible and noted the attendant ethical 
responsibilities of the researchers who used deception. By the 
time of the first adoption of the APA research code, a wide vari­
ety of deceptions had slipped into psychological researchers' 
methodological arsenals.35 Active deceptions included misrepre­
senting the purpose of the research or the identity of the re­
searchers, falsely promising something to the participants, mis­
representing the equipment or procedures, and using placebos, 
pseudosubjects, and secret treatments. Passive deceptions in­
cluded disguising experiments in natural settings, observing 
people in a public setting without telling them they were being 
studied, secretly recording negative behavior, and using projec­
tive tests and other measurement techniques without disclosing 
their purpose to the participants. 

Opportunitu Hnocks More Than Once 
The APA code insisted that the use of deception had to be fully 
justified and that plausible alternatives had to be ruled out; it also 
required researchers to debrief the participants once the study 
was over. Debriefing is a good example of how an opportunity to 
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improve the moral condition can be seized on to benefit the pur-
Jffi suit of science. The postexperimental debriefing serves as a kind 

of "catharsis" to remove misconceptions and anxieties that the 
participants may have had about the research and to leave them 
with a sense of dignity and knowledge and a perception of time 
not wasted.36 It is also an opportunity to remove any misconcep­
tions of those who were not accepted for participation, for what­
ever reasons, and were left, as one psychologist put it, "to ponder 
the significance of their rejection and the implications of the 
issues raised."37 In another variation on what Orne called quasi 
controls, the debriefing session also provides an opportunity to 
probe what each of the participants thought about the research 
situation, so that the researcher can develop a phenomenological 
context in which to interpret the results. 38 This use of the debrief­
ing period has been essential in verifying the efficacy of clinical 
trials in biomedical studies. 39 The pursuit of scientific knowledge 
is served because such information can improve the researcher's 
understanding and interpretation of the research findings and 
may even provide promising leads for future research. 

Some other ideas for fostering a view of research ethics not as 
an affront to the integrity of sound research, but as giving re­
searchers opportunities for scientific rewards, were recently dis­
cussed by Peter Blanck and his coauthors.40 One ethical principle, 
which appears in research codes in psychology both in the United 
States and abroad, is keeping the participants' disclosures confi­
dential.41 The professional justification for confidentiality in re­
search proceeds on two premises: ( 1) that we have a professional 
right to keep our respondents' disclosures private and (2) that we 
have an ethical obligation to respect their privacy. 42 The potential 
scientific benefit is that protecting the confidentiality of our par­
ticipants' responses may also pay off in their responding more 
openly and honestly. 

For example, in one study, the participants were asked to 
complete a self-report personality measure and a social desir-
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ability scale. Some of the participants were promised confiden­
tiality, and the others were not.43 The results were that the self- ff23 
report responses were virtually uncorrelated with social desir­
ability in the confidentiality condition but were highly correlated 
with social desirability in the nonconfidentiality condition. One 
plausible implication seemed to be that people are more likely to 
report sensitive information when they know their disclosures 
will be kept confidential. In a related finding, S. J. Ced and 
D. Peters observed that letters of recommendation written by 
faculty advisers were more critical (i.e., presumably more forth­
coming) when the form indicated that the student had waived 
the right to inspect the letter. 44 This area requires a more detailed 
analysis to reveal when confidentiality is likely to pay off with 
more honest responding (and also the legal aspects of confiden­
tiality in research).45 But the essential point is that respect for 
confidentiality is a way of encouraging good ethical practices 
that may provide opportunities for scientific gains as well. 

Before moving on, we would like to mention again some­
thing that was discussed in the previous chapter. We described 
some recruitment strategies designed to coax more nonvolun­
teers into the sampling pool. One recommendation was to tell 
the potential participants about the true benefits of the research, 
an approach that has been shown to encourage people to partici­
pate. This strategy makes the ethical nature of our work more 
sound because we are treating our participants as another 
"granting agency" -which, in fact, they are, granting us precious 
time, attention, and cooperation. Another side to this strategy is 
that we are morally obligated not to exaggerate the benefits in 
order to lure additional people into a research study on false pre­
tenses. We must not tell them that our research is likely to 
achieve goals that it is unlikely to achieve. An ethical orientation 
will make us more careful and thoughtful not only in recruiting 
participants, but in ensuring that our research will be substan­
tive and not trivial. 
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ill! Not a Cannon. but a Popgun 
In the early 1970s, when the Cook Commission produced its 
draft report,46 not all psychologists agreed on the necessity for a 
stringent professional code of research standards. For example, 
Resnick and Schwartz called for "more understanding of its rami­
fications concerning the nature of the knowledge it permits us" 
and advised caution rather than pronouncements.47 Similarly, 
Kenneth J. Gergen conceded that there were isolated problems 
but warned of a possibly dangerous trade-off of scientific advances 
for excessive ethical constraints: 

Most of us have encountered studies that arouse moral 
indignation. We do not wish to see such research carried 
out in the profession. However, the important question 
is whether the principles we establish to prevent these 
few experiments from being conducted may not obviate 
the vast majority of contemporary research. We may be 
mounting a very dangerous cannon to shoot a mouse.48 

Interestingly, a survey of a random sample of psychologists 
and a nonrandom sample of undergraduate students enrolled in 
an introductory psychology course was conducted around this 
time to show whether there was a disparity between the ethical 
viewpoints of psychologists and their typical research partici­
pants.49 Each respondent in the survey was given a hypothetical 
research case with some controversial design characteristic, such 
as an experiment that produced stress or pain or altered the par­
ticipants' self-esteem. The psychologists expressed views of these 
studies that were much more ethically stringent than those ex­
pressed by the students. In fact, in Milgram's obedience work, it 
seemed that the participants were more tolerant and accepting of 
even extreme manipulations than most psychologists had imag­
ined. In debriefing his participants, Milgram noted that only 
1.3% of them expressed negative feelings about their experimen-
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tal experience.50 In any case, the APJ>l.s "dangerous cannon" had ffi 
begun to seem more like a "popgun;' particularly in view of the 125 
lack of enforcement tools. 

eene~cence. Respect. and Justice 
To begin to get a sense of where we might be heading in the evo­
lution of ethical imperatives, we can go back to 1973 and the 
Senate Health Subcommittee hearings chaired by Senator 
Edward Kennedy. The purpose of the hearings was to investigate 
abuses in human participant research. Among the prominent 
cases investigated was a Public Health Service study of untreated 
syphilis in more than 400 low-income African American men in 
Tuskegee, Alabama, from 1932 to 1972. The men had been given 
free health care, including a free annual medical examination, to 
participate in the study. However, they had been told they would 
be dropped from the study and lose their care if they sought 
treatment from any other source. Astoundingly, they had not been 
told they had syphilis, and when a cure (penicillin) was discovered 
in 1943, it had not been made available to them. Over the 40 years 
of this study, the participants had experienced predictable damage 
to their skeletal, cardiovascular, and central nervous systems and, 
in some cases, death. After these details were made public by a 
reporter in 1972, the study was terminated. 

In 1974, the National Research Act was passed, requiring the 
establishment of Institutional Review Boards (IRBs) and creat­
ing the National Commission for the Protection of Human 
Subjects in Biomedical and Behavioral Research.51 The following 
year, a directive issued by the U.S. Department of Health, Ed­
ucation, and Welfare (DHEW; now the Department of Health 
and Human Services, DHHS) ordered that every institution 
applying for grant support establish a review board to evaluate 
all grant submissions. If a study were classified by the review 
board as "at risk," then specific safeguards had to be instituted by 
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the investigators. Such safeguards included giving the research 

126 participants an adequate explanation of the procedures to be 
used, informing them of the potential risks and discomforts, 
allowing them to ask the researcher any questions they wished, 
and making sure they understood their prerogative to withdraw 
from the investigation at any time without penalty. These feder­
ally mandated requirements were not very different from the 
guidelines developed by the Cook Commission, except for the 
fact that they were now enforceable. 

The National Commission conducted three-year hearings, 
out of which came a two-volume report, issued in 1979; The 
Belmont Report: Ethical Principles and Guidelines for the Protection 
of Human Subjects in Research. The Belmont Report recom­
mended that three basic principles-beneficence, respect, and 
justice-be the foundation for guidelines on research ethics. 
Beneficence means that any potential harm to research partici­
pants should be minimized and any benefits maximized. Respect 
means that we are individually responsible for protecting the 
rights, freedom, and dignity of our participants. Justice means 
that the benefits of research should accrue equitably, and that the 
risks of research should be borne equitably, across different seg­
ments of society. Beneficence, respect, and justice promise to 
become the watchwords of ethical guidelines in behavioral and 
social science in the years ahead. 

Where Rre We Heading? 
Since the 1970s, IRBs have expanded their sphere of responsibil­
ity because of a proliferation of self-imposed safeguards, legally 
mandated constraints, pressures by advocacy groups, and meth­
odological developments.52 In many cases, the responsibility of 
IRBs is no longer limited to the evaluation of grant submissions 
but encompasses any proposed study in the institution. Not many 
years ago, IRBs were regarded as the guardians of informed con­
sent, confidentiality, and the safety and autonomy of the research 
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participants. Today, some IRBs, particularly in medical schools, 
routinely evaluate technical criteria, including various design and fi27 
statistical features. 53 

As if the pursuit of science were not already complicated 
enough, there are also state laws that limit the degree of acceptable 
risk to the research participants, which imply that some IRBs are 
legally bound to impose stricter standards.54 Not surprisingly, the 
result could be that a research proposal approved without alter­
ations at one institution may be summarily rejected at another 
institution. 55 This problem of variability in decision making may 
be compounded by the very subjectivity of the review process and 
the specific composition of different review boards. 

In this vein, Allan J. Kimmel discovered that certain biases in 
ethical decision making involving human participant research 
correlated with biographical factors. 56 Using psychologists as 
judges in a survey study, Kimmel found that those who tended to 
be more approving in their ethical judgments were more often 
men, had held a Ph.D. for a longer time, had received this degree 
in a basic psychology area (e.g., social, experimental, or develop­
mental), and were employed in a research-oriented context. By 
contrast, those who were more disapproving in their ethical 
judgments were more often women; had held a Ph.D. for a 
shorter time; had received it in counseling, school, community 
psychology, or some related area; and were employed in a service­
oriented context. Kimmel raised the possibility of predictable 
biases in IRBs. 

Risks and Bene~ts 
How can researchers forearm themselves against a capricious or 
overly cautious ethical review? There is no simple answer to this 
question, but it is clear that we need to sharpen our understanding 
of the review process, including problems related to ethical risk­
benefit decisions. Figure 6.1 shows a decision-plane model that we 
proposed some years ago to represent the risk-benefit process.57 In 
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figure 6.1 Decision-plane model representing the risk-benefit 
assessment process. 

theory, studies falling at A will not be approved because the risks 
are high and the benefits are low; studies falling at D will be ap­
proved because the risks are low and the benefits are high. Studies 
falling along the B-C axis appear to be too difficult to decide on 
because the risks and benefits are equal. In the case of low-risk, 
low-benefit research, the IRB may be reluctant to approve a study 
that is harmless but is likely to yield little benefit. High-risk, high­
benefit research will cause the most concern. Experienced investi­
gators, anticipating this process, will maximize the benefits and 
minimize the risks as they plan their studies. 

As many researchers have learned from experience, the review 
process often ignores benefits and merely uses the "risk of doing" 
for the criterion. But even when benefits are considered, the 
model is insufficient because it focuses only on doing research and 
ignores the costs of not doing research. Seldom does an IRB give 
any consideration to the ethical implications of failure to conduct 
potentially important but sensitive studies. For example, turning 
down a biomedical proposal that has a chance of finding a cure 
for AIDS but whose procedure is unable to protect the privacy of 
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the sexual partners of the persons involved might also be evalu-
ated on ethical grounds. Similarly, rejecting a psychological study [29 
that appears to have a chance of reducing sexism, violence, or 
prejudice but involves a disguised experiment in a naturalistic set-
ting does not solve the ethical problem of passive deception and 
has merely traded one moral issue for another. The idea of lost 
opportunities has been expressed with great eloquence by John 
Kaplan; the context of his remarks was the use of animals in 
research and the efforts of "animal rights" activists to chip away 
"at our ability to afford animal research . . . . It is impossible to 
know the costs of experiments not done or research not under-
taken. Who speaks for the sick, for those in pain, and for the 
future?" 58 In these cases, the risks of failing to conduct the 
research accrue to future generations or to present generations not 
including the research participants themselves. 

Sometimes there are incidental benefits to participants that 
are so important that they should be considered in the calculus 
of the benefits. One of us was asked once to testify to an IRB 
about the implications of the experimenter-expectancy research 
for the ethics of a proposed project on karyotype presence of the 
XYY chromosome, which had been hypothesized to be associ­
ated with criminal behavior.59 The tested youngsters, who were 
primarily of low-income families, would be followed up until 
adulthood so that the correlation between chromosome type and 
criminal behavior could be determined, with all the children to 
be given free, high-quality pediatric care for 20 years. It was 
feared, however, that if the research were not done double-blind, 
the parents' or researchers' expectations of increased criminal 
behavior by the XYY males might become a self-fulfilling 
prophecy. Although a double-blind study should have solved that 
problem, the IRB decided not to permit the research anyway. The 
IRB did not consider the enormous cost to the research partici­
pants of the study's not being done; each child lost 20 years of 
free, high-quality pediatric care. Was it ethically defensible to 
deprive scores or hundreds of low-income children of medical 
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care they would otherwise not receive by preventing a double­
lffi blind design that had very little potential for actually harming the 

participants? At the very least, the risks of failing to do such 
research should have received full discussion, but they did not. 

Waste Not. Want Not 
The behavioral sciences have come a long way from the moral 
neutrality illusion of the "see no evil, hear no evil" era of posi­
tivistic science. As philosopher John Atwell cautioned, behavioral 
researchers really have no choice but to acknowledge that human 
participant research forces them "to tread on thin moral ice" 
because they are constantly in danger of violating someone's 
basic right, if only the right to privacy.60 This situation promises 

· to become more tangled in the years ahead as new issues emerge. 
Because research participants are precious resources-not to be 
squandered in badly designed, carelessly executed, poorly ana­
lyzed, or misleadingly reported studies-we urge a waste not, 
want not ethos. Poor quality of research design, careless execu­
tion, improper data analysis, and poorly reported results all lessen 
the ethical justification of any type of research project. If because 
of the poor quality of the science no good can come of a research 
study, how are we to justify the use of participants' time, atten­
tion, and effort, as well as the money, space, supplies, and other 
resources, that will be expended on the research project?61 

We began this book with one metaphorical theme, and we 
will end with another. Isaiah Berlin once drew on a line from the 
Greek poet Archilochus to illustrate two worldviews: "The fox 
knows many things, but the hedgehog knows one big thing."62 A 
generation or more ago, behavioral and social researchers were as 
yet unencumbered by the tough ethical questions that confront 
new researchers today. The pursuit of science in virtually all disci­
plines belonged to the hedgehogs, with their single central vision 
of science as, in the words of Gerald Holton, an "endless fron­
tier."63 However, this generation of researchers has been handed 

Ethical and Methodological Challenges J 
an "ideology of limits"64-laid down in self-imposed and legally m 
mandated constraints, and overseen by the IRBs that peer over our 131 
shoulders. Given the diverse and everchanging montage of values 
and dilemmas, science will have little room for researchers with 
reduced attention spans, one-track minds, or self-serving orienta-
tions. Clearly, much is at stake when researchers are caught in a 
struggle with conflicting values. The future of behavioral science 
belongs to those researchers who can pursue different ends, often 
contradictory, and work on several levels simultaneously. The rise 
of behavioral science took root in the dreams and efforts of scien-
tific hedgehogs, but the future of our science belongs to the foxes. 
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